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Abstract: In December 2019, a pneumonia outbreak was reported in Wuhan, China which was later contributed to a novel 

strain of coronavirus(COVID-19). By the month of February 2020, thousands of people around almost 27 countries of the 

world have been confirmed to having suffering from the disease with a large number of casualties. Electronic medical 

records and data can help the research community to predict the survival rate of the patient suffering from the deadly virus. 

But the data is existing in the form of isolated islands across the various healthcare institutions. Moreover, the privacy 

concerns and the security issues have further complicated the process of information sharing across the stakeholders and this 

has made training of Machine Learning models to predict the survival rate of patients a difficult task. In this context, 

Federated Machine Learning can provide a solution by keeping the training data localised, thereby preserving security and 

privacy of data. In this paper we propose a novel Community Cluster Method (CCM) Federated Machine Learning Model to 

predict the survival rate of a patient infected from Coronavirus (COVID-19).  
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1. Introduction 

Since the time we have first used the term Artificial Intelligence in 1955, the concept has literally come of age 

nowadays. In 2016, when AlphaGo [1] defeated the top human players of the game, we have sort of seen an eye 

opener. All this has renewed the interest in the field with a new fervour. With the breakthrough technologies like 

the advancements in the field of mobile technology, connecting architectures, rapid rise in the number of mobile 

devices, and last but not the least, the internet, we are witnessing a huge potential in the field of artificial 

intelligence. Machine learning as an offshoot of artificial intelligence, has proved its effectiveness in a vast area 

of application including Pattern Recognition, Recommendation systems, Natural Language Translation, Virtual 

Assistants, Speech and Text Identification, predictive Analytics, Medical Diagnosis and Prognosis, etc. to name 

a few.  

In order to develop effective, accurate and efficient models, the data plays a significant role. However, in real 

life scenario, most of the that could be used to train the Machine Learning models is found to be existing in the 

form of isolated cut-outs. Most of the industries either have a very limited access to data or don’t have good 

quality data. Even if the industries are willing to co-operate for data sharing, there are technological, 

administrative, protocol level barriers, with industry competitions and cost also adding to the challenges. All 

this is a serious bottle neck in our vision of connected, more intelligent Machine Learning Models.  

In the view of recent Facebook data breach [2], the industries at the macro level and the people at the micro 

level have increasingly become aware about the privacy and security of their data, and how, when and where 

their data is being used. This has even led to the enactment of GDPR[3] by European Union in 2018. The GDPR 

is designed to give users more control over their personal data [3][4][5]. In this eventuality, various countries all 

over the world have also framed and enacted similar legislations. 

This has become a matter of concern for the research community, as the traditional manner in which the 

machine learning models were trained essentially involved data collection at one site, data cleaning at another, 

and model training at maybe some third site. The final model may be used elsewhere. Thus, there was a heavy 

reliance upon the data being shared among parties, but this needs to be reviewed keeping in mind the new 

regulations. 

In the year 2017, Google introduced a new concept called Federated Learning [6][7][8] in which, the machine 

learning machine-learning models are built based on data that is not centralised like the traditional approach, 

but, distributed across multiple devices so as to prevent data leakage and address privacy and security concerns. 

In the traditional approach, the data owners send their data to a centralised location or cloud, where this data is 

aggregated to build the models. However, in the Federated approach, each of the contributing parties have their 

data at located at their respective sites and all the computations, data cleaning and model building are done 

https://en.wikipedia.org/wiki/Wuhan
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locally. All the participating parties send their individual model, not the data to the cloud where the individual 

models are aggregated to build a bigger and better centralised machine learning model. This framework applies 

to a data- partition framework where each partition corresponds to a subset of data samples collected from one 

or more users [9]. Thus, Federated Learning can be used effectively to train a machine learning model to be 

used in the healthcare domain.  

2. Literature survey 

The electronic record of health data or patient information has a key role in providing good healthcare. These 

records can be effectively used to build a machine learning model to perform various tasks like medical 

diagnosis and prognosis, effective drug delivery, personalised healthcare services to name a few. The electronic 

records have shown improved quality of healthcare in case of some serious diseases[10][11][12], reduction in 

undesired medical check-ups [13], cost economy for healthcare providers [14], improved medical education [15] 

to name a few. 

In order to have better models for the healthcare sector, machine learning has used the electronic patient records 

in a disease prediction by using methods such as regression, k-nearest neighbour, decision trees and support 

vector machines for predicting disease like Type 2 Diabetes, one year in advance to the actual occurrence of the 

disease[16], for predicting the risk of a person committing suicide using EMR driven Boltzmann machines[17], 

age related muscular degeneration using deep neural networks[18], etc. These applications have made promising 

debut resulting into an improved sense of healthcare scenario among the stakeholders[19], but they all are based 

on the easy and readily availability of the data. Traditionally, healthcare data distributed across sites centralized 

in a database for access for analysis [20][21][22]. However, in the case of healthcare scenario, data transfers are 

complex due to strict regulations and sensitive nature of the data. These hurdles not only make data utilization 

expensive but also slow down information flow in healthcare where timely updates are often important. In 

reality, this is easier said than done, because being generated by multiple patients at diverse locations, 

integration and subsequent use of the data is a matter of concern. 

Owing to the sensitive nature of the electronic healthcare records, the domain is facing a lot of challenges 

related to the concerns of data privacy, security and access. Nowadays, since the spread of diseases is vast both 

geographically and in terms of numbers, because of multiple factors, we have the data stored at multiple 

locations, which is not just limited to the hospitals or medical healthcare providers, but also to pharmacies and 

personal devices, to name a few[23][24]. This may impede adoption of machine learning methodology on the 

healthcare data in practice, and thus, has generated the interest of the researchers to find new methods or ways 

for secure, private, cost effective and easy medical data sharing among the parties [25][26] 

In this regard Federated Learning has emerged as a good solution wherein both the data and computation are 

kept local and then the locally computed results are aggregated to train a global predictive model [27][28]. 

Indeed, FL foregoes the need of collection and sharing of data, and thus can act as a good framework for 

developing machine learning applications on privacy-sensitive electronic medical records. Federated Learning is 

found to be performing well with identically independently distributed data(IID) but with non-identically 

independently distributed data the results may not be that good[29][30][31][32]. Moreover, the healthcare 

records are generally of non-identically independently distributed nature [33].  

Here we are proposing an algorithm inspired by deep embedding clustering in order to handle non-identically 

independently distributed healthcare data. Clustering has shown promising results in diagnosis of various 

diseases like diabetes, diagnosis of cancer symptoms and chronic pain treatment to name a few. We have used 

the data corresponding the the patients suffering from Coronavirus and proposed a Community Cluster Method 

based Federated Machine Learning model that can predict the survival rate of the patients. 

3. Proposed algorithm/ Methodology 

In this section we describe our Community Cluster Method based Federated Learning Model. We have 

considered three procedures viz., Encode, K-means clustering and community clustering. In the first procedure, 

each hospital is considered as a client that learns de-noising auto-encoder Fenc  that is initialised with W0,enc for E1 
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epochs and it returns only the trained weights of encoder W1,enc to the server for average. The total number of 

examples are denoted by M, the client index is denoted by h, the size of each client is denoted by N
h 

and the 

averaged encoder is denoted by Fenc.  

In the second procedure i.e. k means clustering procedure, each client uses Fenc to transform its data into 

representations R
h 
and compute the average representation R’

h
 which are then sent to the server. The server, then 

uses k means clustering method Fkmeans with k communities on R
’h 

from all the clients. 

 

The community cluster procedure starts with server being initialized by N neural network models F1, F2,…,FN , 

each having same weight W0. The server provides all the N models to every client and each client learns every 

model on its full data for E2. In the meantime Fenc and Fkmeans determine to which cluster does each example 

belongs to. The size of clusters is denoted by   
    

         
  and it is returned to the server along with the learnt 

weights. At the server each model is updated by taking the weighted average of j based on    
    

         
 . The 

updated models are then sent to every client for the next round of training. This learning process is repeated till 

the convergence of the algorithm. The convergence condition for the model is that either the weights of the 

server-side global model converge to some given values, or that the number of maximum communication 

rounds are reached. So for a given test sample, the community cluster based federated learning, first converts the 

features into encodings by Fenc then define its community by Fkmeans and finally use the corresponding 

community model to make prediction.  
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4. Research Limitations 

The coronavirus(Cov) has emerged as a major threat to the people not just in China or the neighbouring 

countries, but as a world level issue that needs to be addressed. At the time of doing this work, in February 

2020, the number of confirmed cases of coronavirus is more than 75000, with the death toll in China being 

approx. 2500 persons. The spread of the disease on a worldwide level makes it necessary to integrate all the 

available data to build effective model to predict the survival rate of the patients, keeping their personal 

information secure and safe. The algorithm that we have proposed is based on the knowledge that is available to 

us so far, and this information is bound to be more clear in the upcoming time. 

5. Conclusions & Future Scope 

The Community Cluster Method Federated Machine Learning as proposed in this work provides for an efficient 

method to predict the survival rate of the Coronavirus patients, keeping the personal data safe and private. The 

model is built on the data that we have gathered so far, and since this has reached epidemic proportions, a lot of 

data is going to be available in the future. That will surely help in making the model better and improving its 

predicting accuracy. Further work can be done in the field to add more features to the predicting task based on 

the availability of the statistics. 
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