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ABSTRACT:

Machine learning is a technology which allows a software program to become more accurate at
pretending more accurate results without being explicitly programmed and also ML algorithms uses historic
data to predict the new outputs.

Because of this ML gets a distinguish attention. Now a day’s prediction engine has become so popular
that they are generating accurate and affordable predictions just like a human, and being using industry to solve
many of the problems.

Breast cancer is one of the most common cancers among women worldwide, representing the majority
of new cancer cases and cancer-related deaths according to global statistics, making it a significant public health
problem in today’s society. The early diagnosis can improve the prognosis and chance of survival significantly,
as it can promote timely clinical treatment to patients. Thus, the correct diagnosis of Breast cancer and
classification of patients is the subject of much research. Because of its unique advantages in critical features
detection from complex Breast Cancer Datasets, machine learning is widely recognized as the methodology of
choice in Breast Cancer pattern classification and forecast modelling.
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INTRODUCTION:

Breast cancer is a disease in which cells in the breast grow out of control. There are different kinds of
breast cancer. The kind of breast cancer depends on which cells in the breast turn into cancer. Breast cancer can
begin in different parts of the breast. A breast is made up of three main parts: lobules, ducts, and connective
tissue. The lobules are the glands that produce milk. The ducts are tubes that carry milk to the nipple. The
connective tissue (which consists of fibrous and fatty tissue) surrounds and holds everything together. Most
breast cancers begin in the ducts or lobules. Breast cancer can spread outside the breast through blood vessels
and lymph vessels. When breast cancer spreads to other parts of the body, it is said to have metastasized.

Machine learning is one of the applications of artificial intelligence (Al) that provides computers, the
ability to learn automatically and improve from experience instead of explicitly programmed. It focuses on
developing computer programs that can access data and use it to learn from themselves. The main aim is to
allow computers to learn automatically without human intervention and also adjust actions accordingly. Breast
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cancer has a great deal of attention in medical research. The diagnosis of breast cancer is a challenging task,

which can offer automated prediction about the condition of patient so that further treatment can be made
effective. Classification algorithms are very important category of supervised machine learning algorithms.
These algorithms require a very large training set. These training data sets are consisting of many features or
attributes which describe the individual sample. Since we are doing supervised learning algorithm. All the
training set are labelled correctly. The classification algorithms such as Decision Tree, Naive Bayes, Random
Forest Classifier, K-Nearest Neighbours, Logistic Regression and Support Vector Count (SVC), develop model
with these data with many different parameters. When we have a new unlabelled sample, we can use the model
to predict the label of the new sample. These techniques are used for disease diagnosis to help doctor to
effectively label the new case.

LITERATURE SURVEY:

Statistics show a breast cancer prevalence rate of 25.8 women per 100000 women in India. Considering
the population of 1.3 billion Indians with half female population, this amounts to almost 350000 women living
with breast cancer in India for all ages combined as per a study done in 2017. This is projected to increase to a
staggering 1800000 by early 2020 as per predictions as there is increasing awareness and detection in the
population. Thus, this shows us the scale and magnitude of the disease and is the number 1 cancer among
women in India surpassing cervical cancer with 25 — 32% of all cancers affecting women being breast cancers.
Thiruvananthapuram, Chennai, Delhi and Mumbai have shown the highest prevalence of breast cancer in the
Country. A few other worrying statistics have shown that the incidence of breast cancer in populations below
50 years of age has doubled as compared to 25 years ago along with an increase in mortality (risk of death) of
breast cancer by approximately 13% as compared to 5 years back. Almost 45-50 % of patients in India present
in the advanced stages (Stage 3 and 4) as per another study. All these facts and figures entail that India still has
enormous scope to improve the detection and quality of treatment that can be given to breast cancer patients.

Machine learning products Madhu Kumari and Virendra Singh [3] used many approaches for detecting
breast cancer by means rough sets and Back propagation neural network, Feature extraction using a hybrid of
k-means and SVM, LR Neural Network and Decision tree. Highest accuracy is 98.6% for rough sets and back
propagation. Hiba Asria, Hajarmousannifb, Hassan Al Moatassimec, Thomas Noeld [4] compared 4 machine
learning algorithms they are support vector machine, Naive Bayes, k-nearest neighbour’s, decision tree. Highest
accuracy is 97.3% for support vector machine.
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PROPOSED:

To identify breast cancer symptoms at early stage to save someone’s life by using data mining
techniques and machine learning models on dataset.

Advantages:
1. Generate accurate and efficient results.
2. Computation time is greatly reduced.
3. Reduces manual work.
4. Efficient further treatment.
5. Automated prediction.

SYSTEM ARCHITECTURE:
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IMPLEMENTATION:

e Data Collection.
e Data Preprocessing.
e Model Selection.
e Train the model.
e Evaluating model.
e Making Predictions.
Data Collection:
e The dataset used for the project is Wisconsin Breast Cancer Dataset collected from UCI repository.

e https://archive.ics.uci.edu/ml/datasets/breast+cancer+wisconsin+(original)

e Attributes in the dataset are:

1. Clump Thickness 6. Bare Nuclei
2. Uniformity Cell Size 7. Bland Chromatin
3. Uniformity Cell Shape 8.Normal Nucleoli
4. Marginal Adhesion 9. Mitoses
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5. Single Epithelial Cell Size 10.ClassLabel

Data Preprocessing:
Loading the dataset and training the data to predict the result is called Data preparation
Cleaning the data by filling missing data comes under Data training.

Many Preprocessing techniques like Correlation, SMOTE, Filling missing values are used in data
preparation.

Model Selection:

Model selection is the process of choosing between different machine learning approaches - e.g. SVM,
logistic regression, etc. - or choosing between different hyperparameters or sets of features for the same
machine learning approach. Some of the models used in this project are:

1. Random Forest Classifier
2. Logistic Regression
3. Gaussian Naive Bayes
4.SVC
5. K-Nearest Neighbors
6. Decision Tree

Train the model:

Creating a train and test split of your dataset is one method to quickly evaluate the performance of an
algorithm on your problem. The training dataset is used to prepare a model, to train it. We pretend
the test dataset is new data where the output values are withheld from the algorithm.

In Breast Cancer Detection project we have spitted original data into two Datasets. Training Data with
70% of original data, testing data with 30% of original data.

Evaluating Model:
Model evaluation aims to estimate the generalization accuracy of a model on future (unseen) data.

Methods for evaluating Model's performance are divided into 2 categories: Holdout and Cross-valida
tion. Both methods use a test set (i.e. data not seen by the model) to evaluate model performance.

Comparison of Algorithms:

Comparison of algorithms by using K-Fold
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Model Train_Score Test_Score Accuracy
3 Random Forest 100.00 100.00 100.000000
o Gaussian Maive Bayes 97.37 99.12 99.115044
4 Logistic Regression 94.96 99.12 99.115044
1 Decision Tree 96.71 92.23 98.230088
5 K-Mearest Meighbours 96.71 98.23 98.230088

2 Support Vector Machine 59.65 7876 F8.761062

RESULTS:
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Has No Breast Cancer:

BREAST CANCER PREDICTION
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CONCLUSION:

We have used 6 algorithms like Decision Trees, Random Forests, Naive Bayes, SVC, KNN and Logistic
Regression in-order to predict presence or absence of breast cancer using SMOTE Technique. The accuracy
varies for different algorithms. The accuracy for Decision tree algorithm is 89.13%. The accuracy for Random
Forest algorithm is 96.73%. The accuracy for Naive Bayes algorithm is 93.80%. The accuracy for KNN
algorithm is 93.80%. The accuracy for Logistic Regression algorithm is 79.34%. The accuracy for SVM
algorithm is 93.80%. The highest accuracy is given when we have used Random Forest algorithm using K-Fold
Technique which is nearly 100.00%.
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