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Abstract- Consumer electronics markets have in-

creased demand for high-speed, low-power adders 

with huge operands to be used in new portable 

systems. One of the most promising ways for 

achieving a trade-off between delay and power 

consumption for the addition of big operands is the 

CSA adder. In this paper, a VLSI architecture is 

proposed based on Binary Vedic multiplication 

using Carry save adder. The suggested changing 

binary Vedic multiplication technique is more 

efficient in terms of delay. The Vedic multiplica-

tion method can be extended for a larger bit size. 

The Xilinx ISE Design Suite 14.2 is used for cir-

cuit synthesis. The simulation results for 4 bit and 

8 bit multiplication. VLSI implementation results 

when compared with existing it reveal that the 

suggested adder saves more than 12% of energy 

and reduces the area-delay-product by more than 

5%. 

Index Terms— Three-operand adder, carry 

save adder (CSA), Vedic Multiplication. 

I. INTRODUCTION: 

The word “Vedic” is derived from the word 

“Veda” which means the store-house of all knowledge. 

The word “Vedic” comes from the word “Veda” which 

implies the store-house of all information Vedic arithme-

tic is associate ancient system of arithmetic existed 

in Asian nation. Vedic arithmetic is far less complicat-

ed and simple to know than typical mathematic. Devel-

oping digital systems is hampered by the number. The 

spread of strategies for implementing quick multipliers 

within the literature. Another approach for implementing 

an efficient number is that 

the Vedic multiplication formula. In Vedic arithmetic, 

there are three ways to travel concerning multiplying. 

nVedic of the 3 strategies is generic, that means it's go-

ing to be employed in any situation; the opposite are 

situation-specific. Urdhva Tiryakbhyam is that 

the primary vedic multiplication formula. Literally, it 

signifies in 2 directions: up and down. 

This multiplier number multiplies 2 operands vertically 

and crosswise then, adds the ensuming sums.  

 

Fig 1: 2x2 Vedic Mutliplication 

 

Multipliers are key parts of the many high performance 

systems such are FIR filters, Microprocessors, Digital 

Signal Processors etc. To perform multiplications, an 

oversized range of adders or parts are used. The tradi-

tional system of arithmetic named as vedic multiplier 

was rediscovered from the Vedas. In distinction to tradi-

tional method, this vedic multiplier is easier and sim-

ple to know. 

It includes sixteen-sutras or formulae and 13 sub-

sutras. The variability of applications of  this multipli-

er includes theory of numbers, compound multiplica-

tion, pure mathematics operation, calculus, squaring, 

cubing, cube 

root, easy quadratic, geometry and marvellous to vedic 

Numeric Code. The speed is a vital consider the third-

dimensional VLSI drawback and conjointly a con-

straint within the multiplication opera-

tion. Therefore increase in speed will be achieved by 

sinking the quantity of steps within 

the computation method. Therefore the potency of the 

system will be evaluated by the assistance of Speed 

and space consumed by the parts of number determines 

the potency of a system. 

The technique use in this multiplier is principal-

ly supported sixteen Sutras. Vedic multiplier  techniques 
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would end in the saving of process time and under-

neath the sixteen Sanskrit literature principally used 

“Urdhva Tiryakbhyam”. 

II. LITERATURE SURVEY 

Digital Signal Processing (DSP) is a very signifi-

cant and active research area. High throughput is a 

requirement for most wireless communication sys-

tems. The critical bottleneck that affects communi-

cation ability is the Fast Fourier Transform (FFT), 

which is the essence of most modulators. Current-

ly, Floating point FFT processors have been used 

in Radar signal processing, fast convolution, Spec-

trum estimation and OFDM based modula-

tors/demodulators. Efficient VLSI based architec-

tures are required for real-time FFT processing. 

The multiplication limits the performance in terms 

of throughput of FFT. Consequently, there is a 

need for high speed and low power multiplier ar-

chitectures with minor truncation error. The pre-

sent paper presents a modified binary floating-

point multiplier using Vedic mathematics and a 

modification in the previously published Vedic 

multiplier circuit has been proposed. The entire 

design has been implemented in Verilog HDL. [1]. 

Multipliers act as processors and take on the nota-

ble work of many computing frameworks. The 

speed of the processor is profoundly affected by 

the speed of their multipliers. In order to improve 

the system speed, faster and more efficient multi-

pliers should be used. A Vedic multiplier is one of 

the best solution that can be used to perform mul-

tiplications at a faster rate by eliminating the steps 

that are not needed in usual multiplication process. 

Power consumption is another critical issue in em-

bedded systems that cannot be ignored. Reversible 

logic has become notable in the recent years be-

cause of its potential to reduce power utilization, 

which is a major concern in digital design. In this 

work, a high-speed 16 × 16 Vedic multiplier was 

designed using Urdhva Tiryagbhyam (UT) sutra, 

which is derived from Vedic mathematics. [2]. 

Digital Signal Processors play an unavoidable por-

tion in modern-day communication. The Multiply 

Accumulate (MAC) is a crucial component of 

modern signal processors that performance is rely 

on speed, power, and area. In this paper, one such 

promising option is the Vedic multiplier based on 

the modified sum-product method is proposed [3]. 

The main goal of this paper is to design an effi-

cient 2D FIR digital filter for digital image pro-

cessing and digital signal processing applications. 

To optimize filter speed, area and power different 

multipliers like array, Wallace tree, Booth and Ve-

dic are used in the design of filters. Among these 

multipliers, Vedic multiplier reduces the partial 

products in multiplication. This increases the speed 

of the multiplication process. Vedic multiplier is 

based on ancient mathematics and uses a sutra 

called “Urdhva Tiryabhyam”. This paper, proposes 

two methods to optimize speed, area and power. 

[4]. Fast Fourier Transform is one of the most effi-

cient methods of performing computation in Digi-

tal signal processing blocks. These computations 

are basically performed by the inherent floating-

point multiplier units residing inside the butterfly 

units of any FFT. To optimise an FFT for higher 

efficiency and performance, it is inevitable to use 

highly efficient adder and multiplier units within 

the datapath architecture of a FFT processor. This 

work proposes high-performance FFT units de-

signed using optimised Vedic multiplier units for 

DSP processor cores. Choice of Vedic multiplier 

decreases power and delay overheads of design 

which leads to production of an efficient FFT. A 

comparative analysis is presented for 24-bit Vedic 

multiplier using nine adder variants [5]. In this 

paper, the approach to generate PN sequence using 

Vedic multiplier has been proposed. In a Vedic 

multiplier, multiplication is done by using Urdhva 

Tiryagbhyam sutra, and basic multiplication meth-

od is used to design conventional multiplier. The 

PN sequence generator is implemented using Veri-

log HDL. The comparative analysis of Vedic mul-

tiplier over the conventional multiplier is imple-

mented using Altera FPGA. Vedic multiplication 

gives an effective result when compared to con-

ventional multipliers. [6]. Addition, Subtraction 

and Multiplication are commonly used basic 

arithmetic operations. In these operations, Multi-

plication requires more processing time than other 

Arithmetic operations. In this paper, we will dis-

cuss various multiplication techniques. For fast 

multiplication, here we are using Vedic multiplica-

tion technique, which is one of the most popular 
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multiplication technique. In this paper, compara-

tive study of types of Vedic Multiplier and Con-

ventional Multiplier is done. We have designed a 

16-bit Multiplier using Vedic Multiplication tech-

nique (Urdhva Tiryagbhyam sutra, Nikhilam Sutra 

and EkadhikenaPurvena Sutra) and a conventional 

multiplier for generating the partial products. [7]. 

Optimising multiplier (delay or area or power) will 

have a huge impact on system performance. One 

of the methods adopted to reduce delay is the use 

of Vedic Multiplier based on “Vedic Mathematics 

Sutras”. In this project “Urdhava - Tiryakbhayam” 

Sutra is used to perform multiplication and is sim-

ulated and implemented in Xilinx ISE Design 

14.7[8]. The FFT Butterfly Structure work is de-

signed with a "Vedic Multipliers" for applications 

at high speed. In this Vedic Multiplier, an algo-

rithm called "Urdhva Triyabhyam" was used to 

improve its efficiency by optimizing the number of 

logic gates, constant inputs and garbage outputs. 

The Data Computation time is reduced by an 3-1-

1-2 compressor using reversible logic gates. Hence 

reducing the surplus power consumption of 

11.24% and summation of the partial products is 

done with less delay factor of about 5.28%. The 

area, power, delay, area delay product and power 

delay product are calculated using cadence virtuo-

so and is implemented in Spartan-6 device family 

using Xilinx ISE [9]. In this Paper, an efficient 

implementation of the direct form of the least 

mean square (LMS) adaptive filter algorithm is 

proposed. The conventional multiplier hinders the 

speed of the delayed LMS (DLMS) algorithm; 

hence latest high speed Vedic Multiplier is used 

for its high convergence rate, further, the Vedic 

Multiplier is explored for reducing the number of 

logic levels and timing levels, and possible reduc-

tion in logic delay. The efficient adders are used in 

digital signal processing applications to reduce the 

power requirement, area and delay [10]. 

 

 

III. THREE OPERAND ADDER BINARY 

TECHNIQUES: 

The three-operand binary addition is one among 

the important operation within the congruential 

standard arithmetic architectures and LCG-based 

PRBG ways like CLCG, MDCLCG and CVLCG. 

It is enforced either by mistreatment 2 stages of 

two-operand adders or one stage of three-operand 

adder. Carry-save adder (CSA) is that the usually 

used technique to perform the three-operand bina-

ry addition. It computes the addition of 3 operands 

in 2 stages. The primary stage is that the array of 

full adders. Every full adder computes “carry” bit 

and “sum” bit at the same time from 3 binary input 

ai , bi and ci. The second stage is that the ripple-

carry adder that computes the ultimate n-bit size 

“sum” and one-bit size “carry-out” signals at the 

output of three-operand addition. The “carry-out” 

signal is propagated through the n variety of full 

adders within the ripple-carry stage. 

Therefore, the delay will increase linearly with the 

rise of bit length. The design of the three-operand 

carry-save adder is shown in Fig. one and therefore 

the important path delay is highlighted with a bro-

ken line. It shows that the important path delay 

depends on the carry propagation delay of ripple 

carry stage and is evaluated as follows, 

TCS3A = (n+1)TFA = 3TX + 2nTG 

Similarly, the overall space is evaluated as follows, 

ACS3A = 2nAFA = 4nAX + 6nAG 

Here, noble metal and TG indicate the world and 

propagation delay of basic 2-input gate 

(AND/OR/NAND/NOR) severally.  

IV. EXISTING SYSTEM 

In this existing technique, 3 operand adder tech-

nique is employed. This adder circuit comprises 5 

logic circuit. That area unit Bit-addition logic, 

Base logic, PG logic (Black cell and gray cell), and 

besides that add logic. Add logic circuit is that the 

ending of the 3 quantity adder circuit. The input of 

the bit addition logic circuit could be a,b,c then the 

output is add and carry. Then the output of add and 

carry is given to the input of next base logic cir-

cuit. In Base logic propogation and generation are 

generated. when the PG logic the ultimate add log-
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ic are dead. By mistreatment Xilinx ISE fourteen. 

The result are generated. 

 

Fig2: Block diagram of Existing Method 

The logical expression of of these four stages area 

unit outlined as follows, 

Stage-1: Bit Addition Logic 

Si = ai^bi^ci , 

cyi = ai • Bi + Bi • ci + ci • ai 

Stage-2: Base Logic 

Gi:i = Gi = Si • cyi−1, G0:0 = G0 = S0•Cin 

Pi:i = Pi = Si^cyi−1, P0:0 = P0 = S0^Cin 

Stage-3: PG (Generate and Propagate) Logic 

Gi: j = Gi:k + Pi:k • Gk−1: j , 

Pi: j = Pi:k • Pk−1: j 

Stage-4: add Logic 

Si = (Pi^Gi−1:0) , S0 = P0, Cout = Gn:0 

V. PROPOSED SYSTEM 

The hardware security within the field of IoT ap-

plications demands stream-cipher based mostly 

high rate, light-weight cryptography technique for 

quickest encryption/ decoding. Key generator or 

pseudorandom bit generator (PRBG) is that the 

primary element within the stream-cipher based 

mostly encryption/ decoding. changed dual-CLCG 

(MDCLCG) is that the most effective PRBG tech-

nique amongst the prevailing PRBG ways that is 

appropriate for stream-cipher based mostly hard-

ware security. However, the protection strength of 

the MDCLCG technique linearly depends on the 

bit size of the congruential modulus. it's polynomi-

al-time unpredictable and secure if n ≥ 32- bits. 

 

Fig3: Proposed System block diagram 

In proposed system, the first stage of a PPF adder, 

named the preparation unit, produces generate (g), 

alive (a), and propagate (p) signals. Let X = xn − 

1xn − 2…x0 and Y = yn − 1yn − 2…y0 be the two 

operands. The g, a, and p signals for each bit posi-

tion can be calculated as follows : 

𝑔𝑖 =  𝑥𝑖 ⋅ 𝑦𝑖 

𝑎𝑖 =  𝑥𝑖 +  𝑦𝑖 

𝑝𝑖 =  𝑥𝑖 ⊕ 𝑦𝑖 

In order to improve the area, the proposed design 

adopts two kinds of blocks for computing the sum. 

The Sum Producer type 2 is a sort of carry select 

adder with a different structure. It is known that 

the delay of CSL adder is less than other adders. 

The MDCLCG design given in [10] is developed 

with four three-operand modulo-2n carry-save ad-

ders (CS3A) and 2 magnitude comparators togeth-

er with four registers and multiplexers. The longer 

carry propagation gate delay in CS3A adder influ-

ences the performance of MDCLCG design with 

associate degree increase of bit size. Therefore, in 

this section, the performance metrics of the 

MDCLCG square measure measured by replace-
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ment the CS3A adder with the HHC3A and 

planned adder architectures. 

By considering the operation of three-operand 

modulo-2n addition in MDCLCG technique, the 

design of the planned adder is additional rede-

signed. Therefore, the area (AP3OA) and time 

(TP3OA) quality of the planned adder design are 

often evaluated for three-operand modulo-2n addi-

tion as follows, 

TP3OA ≈ 4TX + two log2 nr + one TG 

Here, s log2 n one and nr n one. Similarly, the area 

(Amgc) and time (Tmgc) quality of the magnitude 

comparator is evaluated in [10] that is additional 

highlighted as follows, 

Amgc ≈ (n−1) [9AG + 4AN] 

Tmgc ≈ fourTX + 4 log2 n TG 

Therefore, the area and time quality of the 

MDCLCG design victimization the planned adder 

and therefore the magnitude comparator are often 

evaluated as follows, 

TMDCLCG ≈ T3oa + Tmx 

4TX 2 log nr 2 TG 

AMDCLCG = four Amx + A3oa + Arg + 2Acmp 

+ AX 

≈ (16n − 7) AX + +4 (3n − 2) associate degree + 

4nAFFg 

It is ascertained that the planned adder is quicker 

than the CS3A, HC3A and HHC3A primarily 

based MDCLCG architectures. Similarly, it con-

sumes sixteen.5% less space and fifteen.1% less 

power than the HC3A- primarily based MDCLCG 

design. Moreover, it achieves all-time low ADP 

and PDP than the CS3A and HC3A primarily 

based MDCLCG architectures. It's reportable the 

reduction of forty eight.7% and 36.2% ADP as 

compared to the CS3A and HC3A primarily based 

MDCLCG architectures. 

 

VI. VEDIC MULTIPLIER: 

2X2 Vedic Multiplier 

The basic 2×2 binary multiplier circuit using two 

half adder (HA) modules. 2-bit inputs are A = 

A1A0 and B = B1B0 and R2R1R0 are output bits. 

 

Fig 3: Method of 2x2 multiplier 

Step 1: Take right most digit multiple vertically i.e 

A0B0. 

Step 2: Take all two digits multiple diagonally i.e 

A1B0+A0B1.  

Step 3: Take left most digits multiple vertically i.e 

A1B1.  

4X4 Vedic Multiplier  

 

Fig4: Method of 4x4 multiplier 

Above each block shows the 2 bit multiplier. 

A1A0,B1B0, are inputs for first 2 bit multiplier 

Next the middle blocks shows the 2x2 multiplier 

with inputs“A3A2” & “B1B0” and “A1A0” & 

“B3B2” Last block shows the 2x2 multiplier with 

inputs  “A3 A2” and “B3 B2” So it will get final 

output as 8 bit. i.e. is “S7S6S5S4S3S2S1S0”. 
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8x8 Vedic Multiplier 

 

Fig5: Block diagram of 8*8 bit multiplier 

Comparison with Various Architectures The 8-bit 

multiplier designed is compared with various ar-

chitectures in terms of total delay, logic delay, 

route delay and number of logic levels. The results 

obtained are tabulated in Table I. From table I, it is 

evident that there is a reduction in both total delay 

and logic levels. The routing delay is found to be 

9.424 ns, the logic delay is 5.626 ns; thus, giving a 

total delay of 15.050 ns. The number of logic lev-

els is 11. Thus, it is clear that the proposed design 

outperforms the other popular multiplier architec-

tures. The proposed architecture can be used to 

develop a high speed complex number multiplier 

with reduced delay. 

VII. RESULT AND DISCUSSION 

The proposed 8-bit multiplier is coded in Verilog 

HDL, simulated using Xilinx ISim simulator, syn-

thesized using Xilinx XST for Spartan 6: xc6slx4-

3tqg144 FPGA and verified for possible inputs 

given below. Inputs are generated using Verilog 

HDL test bench. The simulation result for 8-bit 

multiplier is shown in the Figure 9.  

CASE - 1: Inputs a = “11111111”, b = “11101101”   

Product p = “1110110000010011”  

CASE - 2: Inputs a = “10001001”, b = “01001001”   

Product p = “0010011100010001”  

CASE - 3: Inputs a = “01010110”, b = “01000000” 

Product p= “0001010110000000” 

 

Fig 6: Output Waveform for 8*8 bit multiplier 

Comparison with Various Architectures The 8-bit 

multiplier designed is compared with various ar-

chitectures in terms of total delay, logic delay, 

route delay and number of logic levels. The results 

obtained are tabulated in Table I. From table I, it is 

evident that there is a reduction in both total delay 

and logic levels. The routing delay is found to be 

9.424 ns, the logic delay is 5.626 ns; thus, giving a 

total delay of 15.050 ns. The number of logic lev-

els is 11. Thus, it is clear that the proposed design 

outperforms the other popular multiplier architec-

tures. The proposed architecture can be used to 

develop a high speed complex number multiplier 

with reduced delay. 

Table 1: Results comparison for Vedic Multpli-

er 

Performance Analysis 

S.No Parameter  Existing 

Method 

Proposed  

Method 

1 Luts 141 116 

2. FlipFlops 48 25 

3  Power in W 0.151 0.64 

4.  Combinational  

Delay in ns 

15.595 17.036 
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From table I, it is evident that there is a reduction 

in both total delay and logic levels. The routing 

delay is found to be 9.424 ns, the logic delay is 

5.626 ns; thus, giving a total delay of 15.050 ns. 

The number of logic levels is 11. Thus, it is clear 

that the proposed design outperforms the other 

popular multiplier architectures. The proposed ar-

chitecture can be used to develop a high speed 

complex number multiplier with reduced delay. 

 

Fig7:Comparsion chart of Existing and Pro-

posed Method 

VIII CONCLUSION: 

An efficient novel technique is presented for bina-

ry multiplier circuits based on Vedic mathematics. 

The goal of this project is to design Implement and 

analysis of Vedic Multiplier architectures based on 

Urdhva Tiryakbhyam sutra in Vedic Mathematics. 

It is proved from the synthesis results that the pro-

posed technique is much efficient in terms of de-

lay. The proposed technique can be extended for a 

larger bit size. The power analysis has also been 

done in this work. Reducing the delay is an im-

portant requirement for various applications using  

Carry Save  Adder and  Vedic Multiplication tech-

nique is appropriate for this purpose. 
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