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Abstract Federated learning arose in response to an increase in worry about privacy security in the age of 

big data, when people's sensitive information is exposed. It is an algorithm that collects model parameters 

from each client rather than raw data from users, so maintaining the privacy of the users. However, because 

federated learning is decentralized, it is more vulnerable to assaults, as users may contribute malicious data 

in order to bring down the federated learning server. Furthermore, a new study has showed that attackers 

can simply change parameters to recover data. As a result, there is a lot of room for improvement in the 

present federated learning frameworks. In this survey, we provide a quick overview of current federated 

learning approaches before delving into strategies to improve federated learning. Several open issues and 

existing federated learning systems are highlighted. In addition, we identify promising research topics in 

federated learning. 
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1. INTRODUCTION 
Artificial intelligence has been progressively 

seeping into every facet of human life in recent 

years. Deep learning technology is a promising 

tool for tackling difficult real-world problems 

because it combines state-of-the-art deep learning 

algorithms with huge volumes of data. Privacy 

protection is getting harder [1] as more and more 

deep learning services start using data. A growing 

number of huge datasets are being collected by 

both industry and academia as support for 

artificial intelligence. Training models using 

traditional deep learning methods always requires 

collecting a large quantity of data that may 

contain private information, and this process is 

typically executed on a centralized server. These 

features make it likely that learning-related 

privacy and security issues may arise. 

Differential privacy [2], homomorphic encryption 

[3], and federated learning are only some of the 

answers presented by researchers to privacy and 

security issues. To demonstrate the potential of 

federated learning, Google presented a prototype 

in 2016 [4]. To protect user privacy [5] and 

enhance language model quality [6], Google 

claims that the Google Keyboard was the first 

implementation of federated learning. However, 

the fundamental idea of FL has always revolved 

around distributed deep learning methods like the 

privacy-protected deep learning system described 

in [7]. The fundamental benefit of federated 

learning for distributed learning is that it requires 

simply parameters and not the user's raw input. 

Sensitive information is effectively shielded when 

kept locally on each user's device. Because of its 

many advantages over competing deep learning 

methods, federated learning has found widespread 

use in a variety of contexts. The identification of 

wake words [8], the prediction of emojis [9], the 

development of individually tailored models [10], 

the Internet of Things [11–13], etc. The federated 

learning applications introduced by Lim et al. 

[14] can be used in a wide range of situations. 

Despite widespread adoption of federated 

learning, researchers have identified a few 

problems that have yet to be fixed. Even though 

federated learning was developed to safeguard 
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user privacy, multiple studies have demonstrated 

that it is more susceptible to assaults from 

malicious nodes than typical deep learning 

frameworks [15]. Since a federated learning 

server collects only the parameters, which do not 

expose the client's identity, an attacker could 

submit malicious data to the server using an 

anonymous client. It's possible that federated 

learning would fare much worse here than more 

traditional approaches to AI-assisted learning. 

Due of these challenges, the success of these 

concerns in federated learning are the focus of a 

lot of studies [16–19]. Concerning these matters, 

further discussion is warranted. We plan to 

address these concerns by designing privacy-

preserving, context-aware, federated-learning 

applications. 

 

2. SECURE LEARNING 

ALGORITHM: FEDERATED 

LEARNING 

In the following section, we'll take a closer look 

at federated learning, a style of instruction that 

protects students' personal information, before 

moving on to the investigation of more specific 

applications. We will next move on to a 

discussion of the problems currently plaguing 

federated learning and an investigation of 

possible solutions.The development of federated 

education 

Protecting personal information is becoming 

increasingly important, which has contributed to 

the rise of federated learning. Limits to the 

growth of deep learning could be imposed by 

people's decreasing willingness to give personal 

data as security awareness rises. In contrast, most 

companies operating in real-world contexts have 

insufficient and subpar data to back up the 

introduction of AI services that rely largely on 

data. When analyzed from an enterprise's 

perspective, the data it collects often reveals 

substantial value. Most information is not shared 

across companies or even between different 

divisions of the same company. As a result, 

information within a single company can take the 

form of many entities [20]. Users' data typically 

consists of sensitive information about their lives, 

such as where they go and how they feel about 

their health. In this situation, there is a possibility 

that unprocessed, unencrypted data will be 

transferred to the deep learning server. Figure 1 

depicts a federated learning setup, a networked 

framework for implementing deep learning. By 

combining data from multiple users while 

keeping their anonymity intact, the model's 

performance can be improved [21]. Due to the 

dispersed and distributed nature of training data, 

centralized data gathering is impractical, making 

federated learning a critical tool for protecting 

user privacy. According to [20], there are three 

types of federal learning that can be distinguished 

by how information is shared among many 

people. Different types of federated learning 

include those that are horizontal, vertical, and 

lateral. 

Participants in a horizontal federated learning 

environment provide data that is uniformly 

distributed but does not come from the same data 

sources. By the end of the process, it is clear that 

the training models for each machine are 

sufficiently similar and thorough to provide 

autonomous prediction at the prediction stage. 

Thus, you may hear this approach referred to as 

distributed training by samples. While anonymity 

for the user is still protected, the performance of 

the model noticeably drops. To do this, users' raw 

data is trained independently, and only the users' 

local gradient parameters are shared or uploaded. 

The user has entered a numerical range, which 

includes the digits 4, 8, and 9. Give some 

examples of how this theoretical framework has 

been put into practice. 

The horizontal federated learning scenario is 

distinguished from the vertical one by... The user 

sets are consistent, however the types of 

information collected from these individuals 

change from one dataset to the next. Hotels and 

airlines, for instance, keep track of separate 

personal information files, one for the guest's 

lodging history and the other for his or her flights. 
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Sample alignment and model encryption [22] are 

two methods that can be used to ease the burden 

of vertical federated learning. By keeping each 

party in the training process in the dark about the 

skills and traits held by the others, vertical 

federated learning ensures that participant privacy 

is maintained. Using this method, the global 

model may efficiently collect data from all 

participants with little to no reduction in model 

accuracy. 

A small number of users with similar 

characteristics and tiny datasets with similar 

qualities characterize the environment of the 

federated transfer learning application. Recent 

academic studies have zeroed in on certain 

niches, including the application of wearable 

healthcare technologies [23], to discuss and 

analyze.In the context of federated learning, a 

bottleneck is a limiting factor that prevents the 

process from operating at its full potential. 

Numerous businesses have successfully used 

federated learning because of its wide range of 

useful applications. Numerous apps let people 

train models on the go without sharing sensitive 

information [24]. Even though there are a lot of 

apps out there, 

  
Fig. 1 The data from the users is transferred to the 

computer..  

Step A: The model is trained in its entirety on the 

server.  

Step B: When the server distributes the entire 

model to all clients, we have federated learning. 

Step C: The server-side model of the world is 

downloaded by all users. Step I: server sends the 

global model to all the users.  

Step II: A user's personal data is used to train a 

local model.  

Step III: Everyone submits their model to the 

server.  

Step IV: server aggregates models as a global 

model 

Model hosted on a server There is room for 

development in federated learning systems, 

despite the model's widespread popularity. Since 

distributed learning and locally stored data are 

concepts, the federated learning system is more 

vulnerable to attacks from malicious nodes. The 

algorithm's processing time is long because of the 

many users and the complexity of the data. Some 

are brand-new to deep learning, while others are 

familiar to the field as a whole. Furthermore, 

federated learning systems may be harmed 

considerably more by the issues that plague other 

common algorithms. The federated learning 

system can be easily dismantled [25] if, for 

instance, the dataset only contains "yes" marks. 

High communication costs, diverse systems, 

different statistics, and privacy concerns are just 

four of the issues that future federated learning 

systems will address [19,20,26]. We'll be 

discussing further issues during this gathering. 

 

3. CHALLENGES AND 

CORRESPONDING 

SOLUTIONS 

Although federated learning shows great promise 

and has wide applicability, ongoing research has 

revealed the existence of challenging issues 

associated with this approach. 

According to the findings of [27], the occurrence 

of model poisoning incidents is highly probable. 

The federated learning process consists of several 

stages: several clients independently uploading 

their respective parameters, the central server 

receiving and aggregating the local values, and 

finally distributing the updated parameters back 

to each client. Consequently, when malicious 

nodes are present, they exhibit a significant level 

of certainty in incorrectly categorizing the input, 

thereby leading to model poisoning. Zhu et al. 

(28) also raised the issue of privacy, illustrating 



Dogo Rangsang Research Journal                                                   UGC Care Group I Journal 

ISSN : 2347-7180                                                                                                         Vol-13 : 2023  

Page | 79                                                                                            Copyright @ 2023 Authors 

that even when clients upload local gradients 

instead of actual data, a malicious node can still 

use the gradients to reconstitute the original data. 

During the ongoing process, there are certain 

cases in which the devices used by clients exhibit 

significant variation, and the data from various 

clients is not distributed in an independent and 

identical manner, meaning it is non-IID. 

Furthermore, it is of significance to explore the 

efficacy of federated learning in certain contexts 

[19]. 

Communication cost 

In order to safeguard user privacy, it is imperative 

to store the data generated on individual devices 

locally, as the transmission of raw data poses 

potential risks. Consequently, federated learning 

encounters a bottleneck in communication. In a 

practical situation, a network may accommodate a 

vast number of devices, perhaps reaching 

millions. In such cases, it is possible that each 

device will allocate significantly less time to train 

a model locally compared to the time spent on 

network communication [29]. The enhancement 

in the model's quality resulting from increased 

training data is counterbalanced by the escalation 

of communication overhead when there is an 

excessive number of participants. The efficacy of 

communication is significantly diminished, 

particularly when clients' data is transmitted over 

mobile devices. This phenomenon occurs because 

the local models need to be regularly transferred 

to the server, and for models of significant size, 

this process might become a bottleneck due to the 

limited capacity of the wireless network. 

Furthermore, it is imperative to reduce the 

expenses associated with uplink transmission 

because to the inherent asymmetry in connection 

speeds, where the uplink is generally slower than 

the downlink [30]. To achieve cost reduction in 

communication, researchers should prioritize two 

key areas: minimizing the total number of 

communication rounds and minimizing the 

volume of information transmitted in each round. 

Heterogeneity in systems 

The training approach for computer and 

communication skills may vary based on factors 

such as the diversity of individuals' devices, the 

status of their network connections, and the 

storage and processing capability of their devices. 

The presence of heterogeneity poses challenges in 

implementing delayed mitigation and fault 

tolerance [31]. Bonawitz et al. (32) proposed a 

potential solution, which involves the filtration of 

a subset of legitimate devices from a larger 

cluster of devices. It is often important to 

ascertain the power condition of the device, 

determine if it is connected to a billing network, 

and ascertain if it is in an idle state. There is a 

potential for the gadget to go offline [33]. The 

heterogeneous nature of devices and networks, as 

well as the potential loss of active members, give 

rise to concerns regarding latency and fault 

tolerance that individuals may consider. To 

address the issue of system heterogeneity in 

federated learning, it can be partially resolved 

through the promotion of user participation, 

effective management of diverse devices, and the 

implementation of fault-tolerant techniques to 

mitigate the impact of an unstable network. 

Heterogeneity in statistical 

The system exhibits heterogeneity, which is 

further compounded by the heterogeneity of the 

data. The heterogeneity, or non-IID nature, of the 

data can arise due to diverse procedures employed 

for generation and collection by different users. 

The handling of non-independent and identically 

distributed (non-IID) data presents increased 

difficulties, hence rendering the tasks of modeling 

and evaluation more intricate. Stochastic gradient 

descent (SGD) is a commonly utilized 

optimization algorithm in the context of federated 

learning for the purpose of training deep neural 

networks. The impartiality of the stochastic 

gradient can be enhanced through the utilization 

of independent and identically distributed (IID) 

training data [34]. One approach that has been 

developed to address the challenge of 

heterogeneous data is meta-learning, which 

enables the creation of personalized models [18]. 

Sattler et al. [35] have demonstrated that top-k 
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sparsification exhibits outstanding performance in 

non-IID scenarios. 

 

 

 

 

 

 

 

 

 

Fig. 2 This study primarily addressed five key 

concerns pertaining to federated learning 

environments. The researchers employed the 

technique of top-k sparsification, developed a 

caching system on the server-side, and expanded 

the compression method to the downstream in 

their investigation. The results of their study 

indicate that the federated averaging strategy does 

not achieve convergence, whereas their algorithm 

is capable of achieving a minimum accuracy of 

50% even in the most unfavorable circumstances. 

Li et al. (36) demonstrated the pace of 

convergence of federated averaging without 

making any presumptions regarding its 

restrictions. Furthermore, it has been said that the 

utilization of the federated averaging technique 

for managing non-IID data results in a decrease in 

the learning rate when user i uploads the gradient 

to update their local data. In contrast to previous 

assessments, the researchers did not rely on the 

challenging assumption that the data from each 

client is independently and identically distributed 

(IID). 

Privacy concerns 

The primary focus of federated learning revolves 

around safeguarding privacy. According to [37], a 

significant portion of research on model attacks 

operates under the assumption that the attacker's 

access to input data is restricted due to the 

internal privacy measures employed during model 

training. Nevertheless, while examining real-

world occurrences, it becomes apparent that a 

significant proportion of service providers require 

consumers to upload sensitive data for training 

purposes. Once the uploading process is finalized, 

users will relinquish control over their data, 

rendering them unable to actively erase the data 

or ascertain its utilization. Federated learning has 

achieved notable advancements in privacy 

preservation by providing individual users with 

local gradient information instead of raw data. 

However, only maintaining data localization 

during the training process is inadequate to ensure 

adequate privacy. The act of transmitting gradient 

data to other systems or third-party entities has 

the potential to violate the confidentiality of 

personal information [38]. Despite the service 

providers' diligent efforts to protect the user's raw 

dataset, the models utilized in the process may 

nevertheless possess the capability to disclose 

sensitive information. A technique commonly 

employed to infer user knowledge from a model 

[39] is the model inversion attack, which involves 

altering the association between an unknown 

input and its corresponding output. Zhu et al. (28) 

proposed a methodology for recovering the user's 

initial image input by gathering the aggregation 

gradient transmitted to each client from the 

primary server. The malevolent assailant will 

participate in the algorithmic learning procedure 

and commence by generating a random, 

inconsequential graph. The attacker's arbitrary 

input will undergo training in order to generate a 

local gradient that closely resembles the global 

gradient of the server. The original image input 

can be retrieved from other users using this 

approach. Geiping et al. [40] shown that the order 

of a user's uploads and downloads may be 

categorized into three modes: Round Robin, 

Random Order, or Asynchronous. 

 

4. CONCLUSION 

The primary focus of federated learning revolves 

around the preservation of privacy. According to 

reference [37], a significant portion of studies on 

model attacks operate under the assumption that 

attackers possess restricted access to input data. 

This assumption is based on the premise that the 

information used for training the model is 

maintained as internal and private. Nevertheless, 



Dogo Rangsang Research Journal                                                   UGC Care Group I Journal 

ISSN : 2347-7180                                                                                                         Vol-13 : 2023  

Page | 81                                                                                            Copyright @ 2023 Authors 

by examining real-world occurrences, it becomes 

apparent that a significant portion of service 

providers require consumers to upload sensitive 

data for training purposes. Once the uploading 

process is finalized, users will no longer retain 

authority over their data. They will be unable to 

actively remove their data or ascertain the manner 

in which it is being utilized. Federated learning 

has made notable advancements in safeguarding 

privacy by providing individual users with local 

gradient information instead of raw data. 

However, only maintaining data localization 

during the training process is inadequate in 

ensuring adequate privacy. The act of transmitting 

gradient data to external systems or third-party 

entities has the potential to breach privacy [38]. 

Despite the service providers' diligent efforts in 

protecting the user's raw dataset, there is still a 

possibility that the models themselves can 

inadvertently disclose sensitive information. A 

technique that can be employed to infer user 

knowledge from a model [39] is the model 

inversion attack, which involves altering the 

association between an unknown input and its 

corresponding output. Zhu et al. (28) proposed a 

methodology for retrieving the original picture 

input of the user. This involves collecting the 

aggregation gradient that was transmitted to each 

client by the main server. The malevolent 

assailant will participate in the algorithmic 

learning procedure and commence by generating 

a random, inconsequential graph. The random 

input of the attacker will undergo training in order 

to generate a local gradient that closely resembles 

the global gradient of the server. The original 

image input can be retrieved from other users 

using this approach. Geiping et al. [40] have 

established that the order of a user's uploads and 

downloads may be categorized into three modes: 

Round Robin, Random Order, and Asynchronous. 
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