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ABSTRACT 

Smart Grid is the environment where electricity will be generated and due to growing population 

demand of electricity will also be increased and at current there is no accurate system to forecast 

electricity demand and to overcome from this problem author is evaluating performance of various 

machine learning algorithms such as SVM, Naïve Bayes, KNN, Decision Tree and Neural Network. 

These algorithms can be used for Short Term Load (electricity) Forecast. Among all algorithms 

Decision Tree classifier is giving best accuracy and author further improving this algorithm by adding 

LOSS and BOOSTING function to decision tree classifier and this algorithm is called as EDTC 

(enhance decision tree classifier). After enhancing EDTC, Extension XGBOOST algorithms giving 

100% accuracy 
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1] INTRODUCTION: 

As our population grows and progresses, the 

demand for electricity rises, prompting the need 

for increased energy production. The essential 

concerns in energy management (EM) are 

electricity generation, transmission, and 

distribution. The electric grid (EG) is a well-

known interconnected network that connects 

customers to energy providers and transports 

energy from producer to consumer. It consists of 

power plants that generate electricity, 

substations that regulate electrical voltage based 

on usage, transmission lines (the transporter of 

electricity), and distribution lines that link 

customers. 

As described above, classical EGs use a 

centralized network with thousands of units. 

Enhancing the EG load introduces the potential 

for generating overhead, resulting in power 

quality issues. As a result, the installation of 

new plants becomes necessary. On the other 

hand, these grids lack a reliable forecast system 

for predicting intermittent power failures, their 

reasons, reaction latency, memory space, and 

resource utilization. 
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2] LITERATURE SURVEY: 

2.1]L. Hernandez, C. Baladronet al 

In the `70s, the usage of non-linear techniques 

was generally not popular among scientists and 

engineers. However, in the last two decades 

they have become very important techniques in 

solving complex problems which would be very 

difficult to tackle otherwise. With the recent 

emergence of smart grids, new environments 

have appeared capable of integrating demand, 

generation, and storage. These employ 

intelligent and adaptive elements that require 

more advanced techniques for accurate and 

precise demand and generation forecasting in 

order to work optimally.  

2.2]M. Alazab, S. Khan, S. S. R. Krishnan 

A smart grid system follows the Cyber-Physical 

Systems (CPS) model, in which Information 

Technology (IT) infrastructure is integrated with 

physical systems. In the scenario of the smart 

grid embedded with CPS, the Machine Learning 

(ML) module is the IT aspect and the power 

dissipation units are the physical entities. In this 

research, a novel Multidirectional Long Short-

Term Memory (MLSTM) technique is being 

proposed to predict the stability of the smart 

grid network. 

 

3] PROBLEM DEFINTION: 

Classical EGs use a centralized network with 

thousands of units. Enhancing the EG load 

introduces the potential for generating overhead, 

resulting in power quality issues. As a result, the 

installation of new plants becomes necessary. 

On the other hand, these grids lack a reliable 

forecast system for predicting intermittent 

power failures, their reasons, reaction latency, 

memory space, and resource 

utilization.Scientists determined that the current 

electrical power system (PS) has remained 

unchanged for several decades. 

4] PROPOSED APPROACH: 

The main objective of this paper is to present a 

comparative analysis of ML algorithms for 

short-term load forecasting (STLF) regarding 

accuracy and forecast error. Based on the 

implementation and analysis, we have identified 

that, among other algorithms, the DTC provides 

comparatively better results. Therefore, we 

devised the enhanced DTC (EDTC) by 

integrating fitting function, loss function, and 

gradient boosting in DTC mathematical model 

for fine-tuning the control variables. The 

implementation results show that the proposed 

EDTC algorithm provides better forecast results 

5] FLOW CHART OF ML 

FRAMEWORKS: 
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6] PROPOSED METHODOLOGY: 

Dataset Collection: 

To implement this dataset we has used New 

York electricity dataset (NYISO) .In dataset we 

have Time, area name, load and label as 0 (low 

load require) and 1 (high demand) columns in 

dataset and other rows contains dataset values. 

Datset can be downloaded from below link 

http://mis.nyiso.com/public/P-58Clist.htm 

Preprocessing: 

We are reading dataset with total records require 

LOW and HIGH electricity demand and we are 

encoding non-numeric columns to numeric 

columns and then shuffling and normalizing 

dataset and after normalizing will get all data 

between 0 and 1. 

 

 

We are showing graph with total records require 

LOW and HIGH electricity demand. In above 

graph x-axis represents demand type and y-axis 

represents counts of the available records 

Training and Testing 

In this work we are applying RFE (recursive 

features dimension reduction algorithm) to 

select relevant features and reduce irrelevant 

features. Entire dataset is split into train and test 

where 80% dataset is using for training and 20% 

for testing. 

http://mis.nyiso.com/public/P-58Clist.htm
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Define function to calculate accuracy, 

precision, RoC graph: 

We are Defining function to train existing SVM, 

KNN, Decision Tree, Neural network, Naive 

Bayes, enhance decision tree, Extension 

XGBOOST algorithms to calculate accuracy, 

precision, Recall, FMeasure.And in ROC graph 

if blue line comes on top of orange line then 

prediction is accurate and true positive and 

comes below means prediction is false positive. 

 

Training SVM we got it accuracy as 70% 

 

Training KNN we got 93% as accuracy 

 

Training with decision tree we got 89% as 

accuracy 

 

Training with neural network we got 87% 

accuracy 

 

Training with Naive Bayes we got 65% 

accuracy 
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Training with propose enhance decision tree we 

got 100% accuracy 

 

 

 

Training with extension XGBOOST also we got 

100% accuracy 

7] RESULTS: 

 

In above graph x-axis represents algorithm 

names with different colour bar for different 

metrics and y-axis represents accuracy and 

precision %. In above graph extension 

XGBOOST and propose EDTC got 100% 

accuracy. 

 

 

 

 

 

All algorithms evaluation metrics 
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In above screens XGBOOST classifier algorithm giving 100% accuracy and this algorithm is applied on 

test data to predict HIGH or LOW demand. We are loading test data and then forecasting demand as 

HIGH or LOW based on test data. 

8] CONCLUSION:  

With the emergence of different Ml algorithms, 

the foremost challenge is to find the most 

appropriate algorithm to predict the stability of 

the Smart Grid. A comprehensive survey of the 

state-of-the-art ML algorithms has been 

performed to predict the stability of Smart Grid. 

We train existing SVM, KNN, Decision Tree, 

Neural network, Naive Bayes, enhance decision 

tree, algorithms and we have used XGBOOST 

classifier and this algorithm also giving 100% 

accuracy and this algorithm is applied on test 

data to predict HIGH or LOW demand. 

9] EXTENSION: 

As extension of this project we used XGBOOST 

classifier and this algorithm also giving 100% 

accuracy and this algorithm is applied on test 

data to predict HIGH or LOW demand. In 

propose EDTC algorithm we are adding tuning 

performance as Boosting and loss which may 

take more execution time but in extension we 

are not supposed to add any tuning parameters 

so its executing time will be less and LITE 

compare to propose EDTC algorithm. 
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