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Abstract: The research aims to discover ransomware 

while highlighting the shortcomings in process 

monitoring and data analysis approaches. We want a 

reliable and helpful approach to discover virtual machine 

viruses. Individual disk I/O and CPU events for the whole 

VM from the host system are collected. The project uses 

machine learning (ML), particularly a random forest (RF) 

classifier, to create an excellent recognition model. This 

reduces monitoring effort and ransomware harm. The 

recommended method can tolerate variations in user 

workload, solving a frequent virus-finding issue. Since it 

doesn't monitor every target machine operation, the model 

may be employed in many contexts. The project is tested 

with 22 ransomware samples and user tasks. This project 

provides a fast and effective solution to ransomware by 

developing an accurate detection mechanism. The project 

uses processor and disk I/O events and machine learning 

to decrease tracking effort, expedite discovery, and adapt 

to new malware. This project was improved by adding a 

CNN2D and an ensemble model with a vote predictor to 

locate malware better. The vote classifier, which 

combined many machine learning classifiers, produced 

99% correct results, demonstrating the power of mixing 

models for powerful detection. 

Index terms - Deep learning, disk statistics, hardware 

performance counters, machine learning, ransomware, 

virtual machines. 

1. INTRODUCTION 

Ransomware encrypts data to lock your machine. 

Cybercriminals seek ransom. Nationalists might crash 

enemy crucial systems using ransomware. These 

fraudsters demand money or sell victims' data on the dark 

web. 70% of firms will be ransomware-attacked in 2022 

[1]. By 2031, ransomware will target businesses, people, 
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and gadgets every 2 seconds, up from 11 seconds in 2021. 

In 2021, losses will surpass $265 billion and reach $20 

billion. By 2031 [2]. Recently, experts have studied 

malware detection.  

Signature-based identification [3, 4] checks target files for 

security software-generated ransomware hashes. 

Signatures cannot distinguish generic and metamorphic 

ransomware [4, 5]. Thus, signature-based malware 

detection is not the sole option. Runtime or behavior-

based techniques work. Ransomware earns money in 

several ways after infecting your machine. This is 

behavioural analysis. A specified series of events locks as 

many files as possible with ransomware. Malware 

performs several tasks. Modern ransomware like 

LockBit2.0, Darkside, and BlackMatter encrypts the 

initial few bytes of files, rendering them useless [6]. Since 

malware must swiftly secure user data, it may behave 

differently from ordinary software. PCs with malware 

always act weirdly. Data encryption demands disk files 

and CPU, therefore ransomware is active. Skilled machine 

learning algorithms can spot this. 

Target computers' runtime detection comprises 

monitoring applications, components, and features, 

gathering event data, and looking for anomalies [7, 8]. 

Runtime behavior may be hidden by ransomware 

activities and processes. Testing reveals higher activity in 

the targeted system. Ransomware programs are hard to 

discover and require monitoring many processes, making 

runtime detection on victim machines tough. This is 

resource-intensive. Stopping the program before 

encryption prevents ransomware tracking.  

Per process or system, HPC bits count processor and 

system events. Modern CPUs can monitor hundreds of 

processor and system events, including cache misses, 

instruction executions, and off-chip memory calls. 

Software is evaluated and improved using HPC data. 

Numerous research have examined malware detection [9, 

10, 11, 12, 13, 14]. HPC data from each system process 

was utilized by Alam et al. [15]. Multitasking might slow 

down and freeze your machine. Team Pandhir. We saw 

machine data [7]. However, their investigation employed 

just one Windows VM job, so adding or uninstalling 

programs may alter search speed.  

2. LITERATURE SURVEY 

Trojan Horses, Worms, and Spyware kill online. Malware 

and its variations have higher-level behavior patterns that 

reveal their aim, unlike content signatures. [4] Research 

examines malware behavior extraction. Official [3, 5, 9, 

10, 12]. MBF extraction and hazardous behavior feature-

based malware detection are illustrated. Finally, we 

created MBF virus detection. It finds undiscovered 

malware in testing.  

Encrypting and holding stuff for ransom makes crypto-

ransomware one of the most destructive forms of 

malware. Global losses total millions. Static execution 

signature-based antivirus and software-only malware 

detection may miss more ransomware. RanStop, a 

hardware-assisted crypto-ransomware detection approach 

for common CPUs, is presented in this work. RanStop 

analyzes micro-architecture event sets from current 

processors' performance monitoring units' hardware 

performance counters to discover known and innovative 

crypto-ransomware. We use long short-term memory 

(LSTM) to create a recurrent neural network-based 

machine learning architecture to capture hardware micro-

architectural events during ransomware and safe 

application execution [15, 52, 54]. We create time series 

using connected HPC data to determine underlying 

statistical features. LSTM and global average pooling 

reduce RanStop detection noise [52,54]. RanStop uses 

HPC data for 20 100us-apart timestamps to discover 

malware in 2ms. Ransomware hasn't hurt much. RanStop 
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can detect ransomware with 97% accuracy using safe 

crypto-ransomware applications after 50 random tests.  

Ransomware is hot again. It steals data and money from 

many enterprises. Not all ransomware detection methods 

alert immediately. Many data are permanently encrypted, 

making decryption and restoration impossible. [27], [28] 

Currently, malware detection algorithms can't distinguish 

between dramatically modified ransomware files and 

user-encrypted or compressed files for legitimate reasons, 

resulting in many false positives. RWGuard detects 

crypto-ransomware on a user's computer in real time by 

using decoy tactics, watching the running processes and 

file system for malicious activity, and learning how users 

encrypt files to avoid detecting innocent file 

modifications. We evaluated our technique against the 14 

most popular ransomware [22, 23], [24], [25], and [26]. 

With RWGuard, ransomware detection is real-time, with 

minimal false positives (<0.1%) and just 1.9% extra 

effort.  

Number of field computers increases computer infections. 

New phones acquire viruses, rootkits, spyware, adware, 

and more. Malware risks have increased because anti-

virus software may be defeated. Antivirus vulnerabilities 

allow hackers to get into PCs. We investigate using 

performance counters to build hardware malware 

analyzers [9]. Even with significantly altered software, 

performance counter data may identify malware. 

Investigating a small group of Android ARM and Intel 

Linux malware may show many variants. Changes to 

hardware shield the virus scanner behind system software 

are recommended. Thus, AV solutions may be simpler 

and less unreliable than software AV. Hardware antivirus 

systems may detect new internet infections due to their 

strength and safety.  

A recent research claims microarchitectural execution 

patterns may find malware. Signature detectors do this. 

Malware is detected by matching software signatures to 

known malware. Here, anomaly-based hardware malware 

detectors are presented [10]. These malware detectors 

don't need signatures [9], [10], [11], [12], [13], [14], 

therefore they can catch more viruses, even unknown 

ones. Performance counters and untrained machine 

learning build program profiles. These profiles detect 

substantial malware-caused software behavior changes. It 

nearly always finds real-world exploitation of Internet 

Explorer and Adobe PDF Reader on Windows/x86. We 

address the limitations of this method when a smart 

attacker avoids anomaly-based identification. Signature-

based detectors and the suggested detector cooperate to 

boost security.  

3. METHODOLOGY 

i) Proposed Work: 

The recommended technology finds malware on virtual 

computers in a novel manner. VM-wide CPU and disk I/O 

events come from the host computer. The random forest 

(RF) classifier in machine learning creates a powerful 

recognition model [52]. This strategy avoids the 

unnecessary labor of monitoring every target machine 

operation. Data infection by ransomware is reduced. It 

also adapts to user workload changes. The recommended 

approach rapidly and correctly detects new and known 

malware. Other methods fail compared to the [52] RF 

classifier. Using a CNN2D and an ensemble model with a 

voting predictor, this research improved malware 

detection even further. The vote classifier, which 

combined many machine learning classifiers, produced 

99% correct results, demonstrating the power of mixing 

models for powerful detection. 

ii) System Architecture: 
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This research shows how to easily identify Windows 10 

virtual machine malware. HPC and disk I/O come from 

the host. The target (VM) is unaware that it is being 

watched and data is gathered, therefore performance is 

unaffected. [24] ML detects current malware [52]. Our 

approach protects cloud VM users best. Check host 

system HPC and disk I/O data for malware. Malware that 

ceases monitoring computer operations cannot affect your 

data with our method.

 

Fig 1 Proposed architecture 

iii) Dataset collection: 

The project's HPC dataset is made up of records that 

record processor and disk I/O events that happen while 

virtual machines are running. This dataset was carefully 

chosen to show a wide range of system actions. It gives 

researchers a solid base for training and testing models 

that can find viruses. The HPC dataset includes both 

known and unknown ransomware examples for tuning of 

models and stability tests. This makes it possible to 

simulate how ransomware might act in real-world 

computer settings [16–20]. 

 

 

Fig 2 Dataset 

iv) Data Processing: 

Data handling is the process of turning unstructured data 

into knowledge that businesses can use. In general, data 

scientists handle data, which means they gather it, 

organize it, clean it, check it, analyze it, and turn it into 

forms that can be read, like graphs or papers. There are 

three ways to handle data: by hand, mechanically, or 

electronically. The goal is to make knowledge more 

useful and decision-making easier. This helps companies 

run better and make smart strategy decisions more 

quickly. This is made possible in large part by automated 

data handling tools, like computer programs. It can help 

turn big data and other types of data into useful 

information for decision-making and quality control. 

v) Feature selection: 

Feature selection is the process of picking out the most 

reliable, useful, and non-redundant traits to use in 

building a model. As the number and types of records 

increase, it is important to reduce their sizes in a planned 

way. One of the main goals of feature selection is to make 

a prediction model work better and use less computing 

power. 

One of the most important parts of feature engineering is 

feature selection, which is the process of choosing the 

most important features to feed into algorithms for 

machine learning. Feature selection methods get rid of 

unnecessary or useless features and only keep the ones 

that are most important to the machine learning model. 

This lowers the number of input factors. If you choose 

which traits are most important ahead of time instead of 

letting the machine learning model do it, here are the 

major benefits. 
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vi) Algorithms: 

Long Short Term Memory (LSTM): LSTM is a 

recurrent neural network (RNN) that was created to fix 

the problem of disappearing gradients that happens in 

regular RNNs. The new memory cell lets the model 

understand long-term relationships in sequential data. 

This makes it perfect for jobs that involve time series or 

sequential patterns. [15] LSTMs are likely used in the 

project because they can model and understand how 

events and behaviors depend on time. This is very 

important for finding ransomware because the order of 

events and behaviors plays a big part. [45] Over time, 

LSTMs can pick up on subtle trends, which makes the 

model better at finding malicious actions. 

 

Fig 3 LSTM 

Deep Neural Network (DNN): A Deep Neural Network 

is a fancy name for an artificial neural network that has 

many buried layers between the input and output levels. 

Because these networks can learn complex hierarchical 

representations of data, they can be used for hard tasks 

that need to abstract and describe features. DNNs could 

be used in the project because they can learn complex 

traits and connections in the data that is collected. There 

may be subtle and complicated trends in ransomware 

detection, and DNNs can be a very useful tool for learning 

high-level models and extracting features [8, 13, 14]. 

 

Fig 4 DNN 

XGBoost: Extreme Gradient Boosting, or XGBoost, is a 

machine learning method that is in the family of 

techniques called gradient boosting. It creates a group of 

weak learners, which are usually decision trees, one after 

the other. Each tree fixes the mistakes made by the trees 

that came before it, creating a strong and correct model. 

XGBoost is probably used because it is good at both 

classification jobs and working with big datasets. 

Regarding finding ransomware, XGBoost can be very 

good at making predictions, able to accurately capture the 

different ways that ransomware acts and help make a 

good detection model [8, 13, 14]. 

 

Fig 5 Xgboost 

Random Forest: Random Forest is an ensemble learning 

method that builds many decision trees while training. It 

gives you the mode of the classes (classification) or the 

average forecast (regression) of each tree. Use in the 

Project: Random Forest is used because it can handle 

difficult classification jobs. When looking for malware, 

where different trends may exist, a Random Forest 
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ensemble can improve accuracy by combining the best 

features of several decision trees into a single, strong 

model. 

 

Fig 6 Random forest 

Decision Tree: A decision tree is a model that looks like 

a tree, and each point is a choice that is made based on the 

traits that are given. In a looping process, it divides the 

information into smaller groups, ending with nodes that 

represent the final guess or choice. Decision trees are used 

to show how decisions are made because they are easy to 

understand and use. When it comes to finding 

ransomware, Decision Trees can help you understand the 

steps that go into making a choice, which can help you 

figure out what factors affect the result of the discovery 

[52]. 

 

Fig 7 Decision tree 

K – Nearest Neighbor (KNN): 

KNN is a guided machine learning method that is used to 

decide what to classify and what to predict. It either 

guesses a new data point's value by taking the average of 

its k close neighbors' values in the feature space or puts it 

into a class based on the majority vote. KNN is probably 

used because it is easy to use and good at finding local 

trends in data. When looking for malware, where small 

differences may exist, KNN can be a creative way to find 

patterns in the information that are similar. 

 

Fig 8 KNN 

Support Vector Machine (SVM): 

The SVM method is a type of guided machine learning 

that is used for jobs like regression and classification. It 

finds a hyperplane that best divides data into groups or 

guesses a continuous result, with the most space between 

groups. SVM is used because it can deal with data with 

many dimensions and find the best choice limits. In 

finding malware, where feature spaces can be 

complicated, SVM can be a reliable way to classify files 

by making clear decision lines [52]. 

 

Fig 9 SVM 

2D Convolutional Neural Network (CNN2D): 
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CNN2D is a deep learning method that works with grid-

like data and is often used to analyze images. CNN2D is 

changed to work with continuous data in this project, 

though, by using convolutional layers to naturally learn 

features and patterns that are arranged in a hierarchy. 

CNN2D is used because it can easily pull out complicated 

features from continuous data. When looking for 

malware, where trends in the system's ongoing and 

sequential actions are very important, CNN2D can pick 

up on small details that help make the recognition model 

more accurate. 

 

Fig 10 CNN2D 

Voting Classifier: 

A Voting Classifier uses majority voting or average to 

mix results from several separate models. By using 

different methods, it is used to improve the general 

performance of the model. Predictions from different 

algorithms are put together by the Voting Classifier. This 

ensemble method takes into account different points of 

view from different models, which makes the general 

malware detection system more reliable and accurate. 

 

Fig 11 Voting classifier 

4. EXPERIMENTAL RESULTS 

Precision: Precision is the percentage of correctly 

classified events or samples that are among the hits. So, 

the following method can be used to figure out the 

accuracy: 

 

 

 

 

Fig 12 Precision comparison graph 

Recall: Recall is a machine learning variable that 

measures how well a model can recognize all relevant 

examples of a certain class. It's the percentage of expected 

positive feelings that turn out to be real positive feelings. 
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This tells us how well a model can catch instances of a 

certain class.

 

 

Fig 13  Recall comparison graph 

Accuracy: Accuracy is the percentage of right guesses in 

a classification job. It shows how accurate a model's 

forecasts are generally. 

 

 

Fig 14 Accuracy graph 

F1 Score: There is a machine learning rating tool called 

the F1 score that measures how accurate a model is. It 

adds up the accuracy and review scores of a model. The 

accuracy measurement figures out how often, across the 

whole collection, a model correctly predicted what would 

happen. 

 

 

Fig 15 F1Score 

 

Fig 16 Performance Evaluation  

 

Fig 17 Home page 
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Fig 18 Signin page 

 

Fig 19 Login page 

 

Fig 20 User input 

 

Fig 21 Predict result for given input 

5. CONCLUSION 

The project successfully provides a new way to find 

ransomware [9, 10, 11, 12, 13, 14]. It does this by using 

virtualization technology, hardware performance 

counters, and IO events data to improve accuracy while 

reducing the impact on system speed. The project does a 

lot of testing on different machine learning algorithms, 

such as SVM, KNN, Decision Tree, Random Forest, 

XGBOOST, DNN, and LSTM. It turns out that Random 

Forest and XGBOOST [52] are the best at predicting what 

ransomware will do. The project looks into how well deep 

learning models, especially DNN and LSTM, work. It 

gives useful information about how they compare to 

traditional machine learning methods, which adds to the 
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variety of ways to make predictions. The project helps the 

defense community by releasing a dataset that comes 

from a number of different programs. This makes it easier 

for people to work together and gives experts a way to 

compare their ransomware detection models. The project 

uses Flask for the web framework and SQLite for user 

registration and identification. It has an easy-to-use 

interface where users can enter data, have it preprocessed, 

and get results from the learned model, which makes it 

more useful in real life. 

6. FUTURE SCOPE 

Even though this study only looked at a mix of known and 

unknown ransomware, more research could be done to see 

how well the proposed method works at finding new and 

different types of ransomware. Adding another part to the 

project to look at how different user workloads affect 

ransomware spotting [7] would add to the study's useful 

results by showing that it can handle different workloads. 

The voting algorithm, which is an add-on to the project, 

has done a great job of finding malware (99% of the 

time). Its reliability and ability to consistently find and 

stop ransomware threats is proven by rigorous testing on 

the front end using feature values. Putting the suggested 

method to the test in real-life situations would give useful 

information about how well it finds ransomware threats in 

live production settings. It is possible for the project to 

improve its ability to find viruses [24, 25, 34] by looking 

into adding more data sources or traits to the machine 

learning model. Working together with cybersecurity 

experts and groups gives us a chance to make sure our 

results are correct and to improve our suggested method 

using their knowledge and experience from the real world. 
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