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ABSTRACT: 
The ability of finding photos of a particular person through face recognition is a highly desired 

feature in indexing, searching and browsing consumer photo collections. In this research, based on 

an advanced face recognition engine we developed in prior work, one two-pass clustering approach 

is proposed which groups photos of the same person in a fully automatic way. Firstly, a similarity 

matrix for all detected faces is computed, with which a semisupervised clustering is done. Next, 

larger clusters are selected and modeled as people frequently appearing in the image collection. Then, 

smaller clusters are recognized against these dominant clusters. Contextual information is used to 

obtain better results. The approach achieved promising accuracy when tested on an image dataset 

containing 2316 photos. 

 

INTRODUCTION: 
With people taking more and more digital photos, efficient and effective methods for managing and 

searching consumer photos such as clustering and indexing photos have become highly demanded. 

Meanwhile, researches on face detection and face recognition have made significant progresses in 

recent years - technologies have been developed which can detect and/or recognize human faces with 

reasonably high accuracy [1][2] in controlled situations. In this paper, we propose a totally 

automated approach for organizing consumer photos based on the combination of unsupervised face 

clustering with supervised face model training. That is, with existing face detection and face 

recognition engines, as well as data clustering methods, a consumer photo collection is automatically 

clustered into a number of groups, with each group only consisting of photos containing the face of 

one particular person. Then, the user may visit subsets of the collection like "photos of John", 

"photos of Mary", or "photos of John & Mary together". Moreover, dominant clusters with 

frequently appearing people may be deemed as containing major characters of the collection, which 

enables further understanding of semantic events involved in the image collection. For instance, a 

picture with two or more major characters standing together can be selected as a one-shot summary 

of the entire photo set, which is more informative than a randomly picked one. There has been some 

prior work on this topic. Systems that are either manual or semi-automatic have been proposed which 

require the user to label most, if not all of the faces. Such a process can be tedious and time-

consuming when the user has to deal with thousands of images [3][4]. One semi-automatic approach 

was described in [5], in which the user assigns extracted faces to a person, then a face recognition 

engine forms a model for the person and determines similar faces to the model. Human intervention 

is limited, but still required here. It may be hard for the user to find a proper photo to start with, 

especially for a person whose photos are not so many in the collection. Also, this approach may not 

be suitable for application scenarios such as a web-sharing service or when the photo collection is 

really large. Das et al. [6] proposed a system that automatically groups images based on face using 

the nearest neighbor clustering method. However, with unsupervised clustering alone, it is difficult to 

achieve a high accuracy for face grouping. Zhao et al. [7] exploited various social context 

information to combine with face recognition decisions for the sake of person annotation of family 

photos. Different from existing approaches, clustering methods and face models are used together in 

our proposed scheme to achieve a fully automatic and highly accurate process. Also, contextual cues 
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are used to guide the clustering procedure, improving the efficiency and accuracy of the algorithm. 

The rest of the paper is organized as follows. 

 

FRAMEWORK OF PRPOSED SCHEME: 

 
The framework of the proposed scheme is shown in Fig. 1. First, face detection is done on each 

image in the collection and a skincolor filter is employed to screen out false alarms. Facial features 

are extracted and similarity values between every pair of faces are computed by a face recognition 

engine to form an affinity matrix. Based on this, as well as contextual information, a semi-supervised 

agglomeration clustering is conducted, and the collection is divided into groups by face. Then, larger 

clusters (e.g. those containing more than three or four images) are modeled as frequently appearing 

people. Finally, clusters are consolidated by matching faces with each of these face models. 

Especially, faces in smaller clusters are merged into larger clusters. 

 

DESCRIPTION OF THE STEPS 
 Details of each step in this approach are described below 

. 3.1. Facial feature extraction and similarity computation 

 For each picture in the dataset, face regions are detected using an Ada-Boosting detector with Harr-

like features [8]. Due to complicated features of the content in consumer images, false alarms are 

inevitable. To reduce the number of falsely claimed faces, pixels whose color values fall into a pre-

defined skin-color range [9] are counted in each candidate face region. If the ratio of skin-like pixels 

is beneath a threshold, the face region is discarded as a face-detection false alarm. 

 In the biometrics research community, the open-set face verification problem has been an active 

topic, in which a matching score is obtained by comparing two faces to judge whether they are from 

the same person. Although state-of-the-art technologies have performed well in controlled 

environments [2], faces in consumer photos present much more difficulties due to variations in 

imaging conditions such as lighting, pose, expression and so on. For such cases, the facial similarity 

value between two faces alone cannot be reliable enough for identity decision. Nevertheless, in a 

family photo collection, there are always several principal people who appear most frequently, e.g. 

members of the family. Thus, among their faces, some instances can be expected to be more reliably 

similar than others. Then an aggregating effect is achieved through the clustering approach in our 

system based on similarity matrix, where each item represents the similarity value between one pair 

of available faces. More details about the face matching algorithm used in this work can be found in 

section 4.9. of  

. 3.2. Semi-supervised face clustering 

 If the number of clusters, K, is known, K-Means is the most prevailing clustering algorithm to 

partition N objects into K groups [10] for its simplicity and effectiveness. However in our problem, 
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the number of people in the photo collection can not be determined in advance. K-Means is only 

optimal in describing hyperspherically distributed groups, which is not suitable for the variety of 

human faces. Therefore, we choose the agglomerative clustering framework. It can work directly on 

any similarity values and the number of clusters is controlled by a stopping threshold. The algorithm 

begins with an initial partition where each instance forms a singleton cluster, then among them the 

most similar two clusters are selected and merged to one cluster; the merging operations repeat until 

the similarity value between the two merging cluster falls below a stopping threshold or a specified 

number of clusters have been obtained. The similarity measures between two clusters are defined as 

[10]: Simsing'e (Ck,Cl) max (sim(fm, fn )) (2) where sim(, *) is the similarity measure, fm and f, are 

faces, Ck and Cl are clusters of faces. The measure (1), completelinkage, leads to compact groups, 

whereas the measure (2), singlelinkage, forms elongated clusters with "chaining effect" [6][10]. In 

our clustering procedure, the complete-linkage algorithm is employed first to ensure each cluster 

only contains the most similar faces of the same person. Then the single-linkage algorithm is used 

upon obtained clusters to further consolidate similar clusters until the similarity value between the 

nearest clusters drops below a threshold. 

 
Fig. 2: Illustration of CANNOT-Links. Faces appearing simultaneouly in a picture cannot belong to 

the same person, namely, A and B, A and C, B and C cannot share the same cluster label.  

Photos containing multiple faces can provide additional hints for the clustering. It is obvious that 

faces appearing simultaneously in a picture must belong to different persons, as shown in Fig. 2. 

These constraints are so-called CANNOT-Links on instance pairs and can be extracted automatically 

by analyzing the spatial layout information of detected faces. Clustering with these auxiliary 

constraints can be done by recently emerged semi-supervised clustering algorithms in the machine 

learning area. 

 

 

In this work, a semi-supervised agglomerative clustering method based on similar ideas in [11] is 

employed. The algorithm is sketched in Fig. 3 and it directly operates on the obtained facial 

similarity matrix in section 3.1. The CANNOT-Links control the procedure of cluster merging 

together with similarity comparison. In later aggregating steps, these effects will be further 

propagated. One of the most difficult problems in face clustering is the misclassification of similar-

looking individuals [6], e.g. faces from siblings may be falsely mixed into one group. However, in 

family photo collections it is not occasional that they happen to appear together in one image, thus 

our semi-supervised clustering can explicitly discriminate them into different clusters. The stopping 

threshold controls the final count of clusters. When deployed in real applications, it may be 

interactively controlled by the user. At this point, it is conservatively preset to ensure that each 

cluster only contains faces of the same person. Therefore, it is possible that one person has multiple 

clusters. These separate clusters may be merged in the next step 

. 3.3. Face modeling and cluster consolidation 
 After the semi-supervised clustering, faces are grouped into a number of clusters. For typical family 

photo collections, the obtained clusters often exhibit strongly imbalanced distribution. That is, there 

are several dominant clusters which correspond to frequently appearing people. And there are yet 

many small clusters or singletons, which may be strangers, face detection false alarms or faces 
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belonging to the salient persons but not included into the dominant clusters due to rather low facial 

similarity scores. Each large enough cluster, for instance, those containing more than three or four 

faces, and/or those in the top 10%, is modeled as a pattern class. Then the remaining small clusters 

are matched with these patterns in a supervised classification manner. If the recognition succeeds 

with one model, the small cluster is merged into the corresponding larger cluster. In addition to 

cluster consolidation, such an architecture also facilitates appending new images into an existing 

photo collection, where new faces are recognized against present people. For this purpose, The kNN 

classifier [12] is employed for its simplicity and effectiveness. Each pattern is represented by all of 

its member faces. The majority class in the k nearest neighbors of the small cluster/singleton is the 

desired recognition result. Again a threshold is needed here for the case that it does not belong to any 

of the modeled patterns. 

 

CONCLUSION: 
A fully automatic approach for organizing consumer photos based on people is presented in this 

paper. Faces are detected in every picture and a semi-supervised clustering algorithm is employed on 

the facial similarity matrix to group faces into clusters while at the same time incorporating spatial 

constraints. Dominant clusters are modeled as significant people and small clusters are recognized 

against them to further improve the grouping performance. Promising results have been achieved in 

consumer photo datasets with high accuracy and fast speed. 

 

FUTURE WORK: 
 In the next step of this work, we will exploit contextual information such as clothes color and hair 

style to improve the people grouping performance. Metadata contained in digital pictures, for 

instance, the shooting time and camera imaging parameters, are also helpful to understand semantic 

contents of photos.  
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