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#### Abstract

The VLSI and Digital Signal Processing are the two aspiring and emergent domains for the development in technological understanding in the present world of electronics. Design of high performance, low area and low power VLSI circuits are needed for the DSP applications. This paper is dealing with FFT which is one of the most used algorithms in digital signal processing, FFT based on radix-2, radix-4 and split radix are most widely used for practical applications due to their simple architecture. This paper presents the $16,32,64$ and 128 point radix-4 FFT algorithm. In FFT algorithm radix-4 can be used for any number of parallel samples which is a power of 2, furthermore, both decimation in frequency (DIF) and decimation in time (DIT) decompositions can be used. In addition to this, the designs can achieve a very high throughput, which makes them suitable for the most demanding applications.
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## 1. Introduction

The Discrete Fourier Transform (DFT) plays a significantly important role in many applications of digital signal processing. Basically, it has been applied in a wide range of fields such as linear filtering, spectrum analysis, digital video broadcasting and orthogonal frequency demodulation multiplexing (OFDM). The rapidly increasing demand of OFDM based applications, including modern wireless telecommunication such as LAN, needs real-time high speed computation in Fast Fourier Transform algorithm. This has made the design of FFT processor a critical requirement for the up-coming wireless technology [1]. With the advent of this requirement, the study of high performance VLSI FFT architecture is likewise of increasing importance. Many different hardware architectures have been proposed for the implementation of FFT algorithms. The main concern of the design approach will be power and architectural size. Among various FFT algorithms, radix-2 FFT with Cooley-Turkey algorithm, is very popular because it makes efficient use of symmetry and periodicity properties of the twiddle factor/coefficient for the exponential term is

$$
W_{N}=e^{-j\left(\frac{2 \pi}{N}\right)}
$$

Which reduce the computational complexity from $\left(\mathrm{N}^{2}\right)$ to $\left(\mathrm{N} \log _{2} \mathrm{~N}\right)$ [2]. Several architectures have been proposed based on Cooley Turkey algorithm to further reduce the computation complexity, including radix -4 , radix- 2 , and split-radix. Basically, this Fast Fourier Transform algorithm use Divide-and-Conquer approach to divide the computation recursively and then extract as many common twiddle factors as possible. The number of required real additions and multiplications is usually used to compare the efficiency of different FFT algorithms. In terms of the multiplicative comparison, the splitradix FFT is computationally better to all the other algorithms because it has most trivial multiplications [3]. Eventually, this algorithm has a drawback because of irregular structure that leads this algorithm not suitable for implementation on digital signal processors. Structural regularity is also important in implementation of FFT algorithms on dedicated chips such as in ASIC (Application Specific Integrated Chip). Hence, radix-2 and radix-4 FFT algorithm are preferable in terms of speed and accuracy. This paper presents an area and power efficient 16- point radix-4 Fast Fourier Transform. The approach in re-utilizing the stored identical component enhances the physical finger print of the architecture.

The 16 bit imaginary and 16 bit real input-output is realized at 1.8 V with operating frequency of 50 MHz . The chip is designed for fixed-point data format. Great care had been taken into account to overcome the overflow issue in fixedpoint data format [4]. During the FFT computation, results at a particular stage are rounded and stored in the register memory. Since the FFT computation is an iterative process, the successive rounding errors at each output of butterfly accumulate over the FFT stages. The issue is solved by maintaining the error at the successive butterfly small. Twiddle factor/coefficient value are pre-calculated and stored in the register memory as 16 -bit two's complement signed fixedpoint words. Fast computational schemes for the implementation of FFT architectures have fascinated many researchers.

Some of the approach to design FFT is memory-based, pipeline-based, and general-purpose DSP. Memory based is most area efficient but it needs many computation cycles. Pipeline-based architecture possesses small chip area and high throughput rate with a lower frequency. All fast Fourier transform designs can be isolated basically into three types of pipelined architectures-single-path delay commutator (SDC), multiple-path delay commutator (MDC), and single-path delay feedback (SDF). Among these architectures, the SDF architecture is more convenient as - (1) The SDF structure is more relevant for the fixed length FFT implementation and (2) SDF structure requires less number of delay elements as compared to SDC and MDC architectures.

## 2. Review Of Work

### 2.1 Existing Algorithms:

Radix 2 \& Radix 4 Algorithms:
The N-point DFT of an input sequence is defined as:

$$
\begin{array}{cc}
X(K)=\sum_{n=0}^{N-1} x(n) * W_{N}^{n k} & 0 \leq K \leq N-1 \\
W_{N}=e^{-j\left(\frac{2 \pi}{N}\right)} &
\end{array}
$$

When N is a power of two, the FFT based on the Cooley -Tukey algorithm is most commonly used in order to compute the DFT efficiently. The Cooley - Tukey algorithm reduces the number of operations ( $\mathrm{N}^{2}$ ) for the DFT to ( N $\log _{2} \mathrm{~N}$ ) for the FFT. In accordance with this the FFT calculated in a series of $n=\log _{\mathrm{p}} \mathrm{N}$ stages where p is the base of the radix. The other popular algorithm is the radix-4 FFT, which is even more efficient than the radix-2 FFT.

The radix-4 FFT equation is listed below:

$$
X(K)=\sum_{n=0}^{\frac{N}{4}-1}\left(x(n)+(-j)^{k} x\left(n+\frac{N}{4}\right)+(-1)^{k} x\left(n+\frac{N}{2}\right)+(j)^{k} x\left(n+\frac{3 N}{4}\right)\right) W_{N}^{n k}
$$

The radix- 4 FFT equation essentially combines two stages of a radix- 2 FFT into one, so that half as many stages are required (see Figure 1). Since the radix-4 FFT requires fewer stages and butterflies than the radix 2 FFT, the computations of FFT can be further improved. For example, to calculate a 16 -point FFT, the radix- 2 takes $\log _{2} 16=4$ stages but the radix -4 takes only $\log _{4} 16=2$ stages. Next, we discuss the numerical issue that arises from a finite length problem. Most people use a fixed-point DSP to perform the calculation in their embedded system because the fixed-point DSP is highly programmable and is cost efficient. The drawback is that the fixed-point DSP has limited dynamic range, which is worsened by the summation overflow problem that occurs all the time in FFT.


Figure 1: Basic Butterfly of a Radix-4 FFT algorithm
A scheme is needed to overcome this issue, hence which would lead to rearrangement of twiddle factors. Now to provide the rearrangement of twiddle factors we consider the mathematical deduction for DFT as shown below:

$$
\begin{gathered}
X(p, q)=\sum_{m=0}^{M-1} \sum_{l=0}^{L-1} x(l, m) W_{N}^{(M p+q)(N L+l)} \\
\text { where } W_{N}^{(M p+q)(N p+q)}=W_{N}^{M L m p} W_{N}^{M L q} W_{N}^{M L p} W_{N}^{L q}
\end{gathered}
$$

$$
\text { however, } W_{N}^{N m p}=1, W_{N}^{M q L}=W_{N / L}^{M q}=W_{M}^{m q} \text { and } W_{N}^{M p l}=W_{N / M}^{l p}=W_{L}^{l p},
$$

Hence from the above representation we have,

$$
\begin{aligned}
& X(p, q)= \sum_{l=0}^{l-1}\left\{W_{N}^{l q}\left[\sum_{m=0}^{M-1} x(l, m) W_{N}^{(m q)}\right]\right\} W_{L}^{l p} \\
&\{\text { Reduced Form For Twiddle Factors }\} \\
& X(4 p+q)=\sum_{l=0}^{3} F(l, q) W_{4}^{l p}
\end{aligned}
$$

Where $p=0,1,2,3$ and $F(1, q)$ is given by:

$$
F(l, q)=W_{N}^{l q} \sum_{l=0}^{3} x(4 m+1) W_{4}^{l p}
$$

Given for the consideration, $\mathrm{l}=0,1,2,3$ and $\mathrm{q}=0,1,2, \ldots \mathrm{~N} / 4-1$.
A comparison of the number of complex multiplications required for direct evaluation of the DFT and the number needed for FFT is given in below table-1.From the table-1 we can find the FFT algorithm is greater than 100 times faster than the direct evaluation for a 512-point DFT.

| Number <br> of <br> Stages M | Number <br> of <br> Points N | Number of Complex Multiplications Using |  | Speed Improvement <br> Evaluation N $\mathbf{N}^{2}$ |
| :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |
| 2 | 4 | 16 | 4 | 4 |
| 3 | 8 | 64 | 12 | 5.333 |
| 4 | 16 | 256 | 32 | 8 |
| 5 | 32 | 1024 | 80 | 8 |
| 6 | 64 | 4096 | 192 | 12.8 |
| 7 | 128 | 16384 | 448 | 21.33 |
| 8 | 256 | 65536 | 1024 | 36.57 |
| 9 | 512 | 262144 | 2304 | 64 |
| 10 | 1024 | 1048576 | 5120 | 113.77 |

Table-1: comparison of number of complex multiplications for the direct evaluation of the DFT versus the FFT algorithm

## 3. Proposed Methodology

### 3.1 Design implementation process:

We propose complete novel concept of improving an image compression method based on Fast Fourier Transformation. This method provides lossy and lossless compression of images both in grayscale and color. We analyze the amount of compression by compression ratio with the analysis of quality of image using Mean Square Error (MSE) and Peak Signal to Noise Ratio (PSNR).

Considering the facts and its implication we here by estimate and realize the importance of FFT in compression techniques and its implementation using HDL for better hardware analyzation in real time systems. Our method, consist of two phases as shown below:

## Phase1:

1. We mathematically analyze and approach a model for designing the FFT \& IFFT based compression techniques.
2. To provide the better performance of compression technique we estimate the complexity and also its futuristic model approach.
3. As per the different compression model we consider both cases lossy and lossless its performance estimation such as MSE, PSNR and compression ratio (CR).


Figure 2 : Phase 1- Block Diagram For Proposed Application

## Phase 2:

1. The proposed model for FFT, with reduced complexity is modeled and applied in Hardware description modeling for better characteristics related to performance apart from the MSE and PSNR.
2. In our design we analyze the FFT and IFFT for usage of Obfuscation of functional, coding and modeling.
3. Now, considering a specific application where most of the DSP design modules are being used and its design/functional security is key aspect.
4. We propose a black box which would provide basic operation in DSP as top module, considering the fact that the other design modules as obfuscation either by code, functionality or modeling.
5. Our aim is to provide a better and suitable way of securing the functionality and coding aspects of the design models so that these cannot be hacked or interfered by outsourcing.
6. Also we use digital secure algorithms for obfuscating the modules depending upon user interest. Requirements of the users would vary depending the type of application being used in the design. As per the proposed modeling criteria we utilize the DSP domain aspects such as filters, scaling, sampling, processor, controller etc...
7. Based on the above modules consideration we finally design and estimate its area, power and delay analysis on the respective hardware for better performance.


Figure 3 : Phase 2- Block Diagram For Proposed Design

## 4. Simulation Results

The presented architectures has been programmed for the use in FPGAs. The target FPGA is a Spartan6 FPGA graph 1 compares the power in different Spartan6 families as was shown in table 2 and graph 2 compares the area in different Spartan6 families as was shown in table 3

| FPGA Families | Power |
| :--- | :--- |
| xc6s1x45-3csg324 | 0.859 |
| xc3s400-5fg456 | 1.48 |
| xc6slx91-11csg225 | 0.273 |
| xc6s1x25t-3csg324 | 0.673 |
| xc3s1200e-5ft256 | 3.789 |
| xc3s50a-5ft256 | 0.258 |

Table 2: Power Analysis


Graph 1: Comparison of Power


Graph 2: Comparison of Area

| Parameters | No. of <br> Slice <br> Registers | No. of <br> Slice <br> LUTs | No. of <br> Used as <br> Logic <br> Gates | No. of <br> LUT Flip <br> Flop <br> Pairs <br> used |
| :--- | ---: | ---: | ---: | ---: |
| xc6slx45-3csg324 | 210 | 137 | 90 | 125 |
| xc3s400-5fg456 | 210 | 2489 | 356 | 1272 |
| xc6slx91-11csg225 | 654 | 1354 | 1354 | 570 |
| xc6slx25t-3csg324 | 654 | 1354 | 1354 | 570 |
| xc3s1200e-5ft256 | 210 | 2589 | 1352 | 1352 |
| xc3s50a-5ft256 | 210 | 3520 | 1790 | 1790 |

Table 3: Area Analysis

## 5. Conclusion

Simulation results shows proposed FFT radix-4 represents a better and efficient architecture for computing FFT. This design facilitates the efficient computation of long FFT which usually require a huge architecture. In this design process, many identical components are being reused in which it reduces the gate count of the design. This is due to simplification of the mathematic algorithm in FFT structure. The comparison shows that the chip can reach low cost and low power for this system applications.
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