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Abstract - Illness determination utilizing tongue shading picture is a customary non-obtrusive technique 

broadly utilized to decide the situation with the patient's inside organ. The disposal of conditions on 

emotional and master information evaluation for tongue determination may extensively raise the extent of 

wide usage of tongue conclusion over the globe, including Western medication. PC based tongue 

determination associated with light assessment, shading remedy, tongue division, picture examination, 

calculation investigation, and so forth is a capable technique to analyze illnesses. This paper presents 

another Deep Learning with Depthwise Separable Convolution (Xception) Model called DLXM for tongue 

shading picture investigation. The introduced model includes information expansion and two-sided 

separating (BF) based commotion expulsion at the preprocessing stage. Moreover, the DLXM is applied for 

highlight extraction measure. Finally, the sacking classifier (BC)and multi-facet perceptron classifier 

(MLPC) models are utilized to sort the element vectors into particular kinds of illnesses. The presentation 

of the introduced model is considered in contrast to benchmark tongue picture dataset and the outcomes 

portrayed the useful arrangement execution on the applied pictures. The exploratory qualities informed 

that the DLXM-MLPC model has beated the thought about strategies by accomplishing a higher accuracy, 

review, exactness, and F1-Score of 97.35%, 97.01%, 97.01%, and 96.77% separately. 
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1. Introduction 
Naturally, human tongue is comprised of a maximum number of features. In earlier days, the physicians have 

examined the tongue using prior medical knowledge [1]. Therefore, uncertainty and partiality are embedded in 

prognostic outcomes. The qualitative factors can be eliminated by examining the tongue images which is meant 

to be better way of disease prediction and mitigates the deficiency of a patient. Actually, tongue diagnosis is a 

significant process in Traditional Chinese Medicine (TCM) for last decades. Some of the tongue features like 

shape, texture, and color, shows the actual health condition of the patient (organs, qi, blood, temperature, heat) 

and severity of the diseases. Under the observation of tongue features, TCM users discriminate medical traits and 

select appropriate recovering procedures. But classical tongue analysis depends upon the physician experience, 

ecological differences, and so on. Hence, it is essential to create unbiased and assessable tongue analysing model 

which applies practitioner’s diagnosis. 

In state-of-the-art methods, the system-based tongue image prediction, color, and texture features are highly 

recommended and applied. No studies were developed for tongue image diagnosis by applying geometry features 

while in classical medicines like Traditional Chinese Medicine (TCM), shape of a tongue is applied for predicting 

the disease. Also, feature extraction is initialized with a collection of estimated data and produces a feature into 

useful and non-repeated enhances the learning process with generalization steps to human interpretation. In order 

to gain maximum accuracy, feature extraction has been applied for developing variable unification. Hence, 

classification task is related to classification in which principles and objects are examined, differentiated, and 

understood.
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Recently, diverse types of previous automated tongue segmentation methods were presented as a portion of 

comprehensive application. For instance, Bi-Elliptical Deformable Contour (BEDC) unifies model-reliant 

approaches, as well as Active Contour Models (ACM). This model has attained promising segmentation outcomes 

when the quality of segmentation depends upon the former experiences and sensitive to location as well as primary 

curves produced from the tongue. In order to resolve this problem, the model-reliant schemes with region merging 

principle in order to gain coarse segmentation outcomes. Moreover, ACM is applied as a post-processing phase 

to accomplish considerable segmentation process when related to BEDC. Also, developers in [2] depend upon the 

previous experience as the position details of primary marker has to be defined manually. Evolved from the 

efficiency of region combining principle, a combination technology with the help of region-based as well as edge- 

based which again eliminates the influences of noises in tongue image and maximizes the segmentation outcome 

and efficiency. Consequently, the model suffers from insufficient efficacy in various scenarios. 

A 3-stage method has been developed in [3] for using the concavity data to identify the malicious regions. In 

Convolutional Neural Network (CNN) is helpful in deriving a deep feature. Regardless, the region generating 

approach still remains the same with no improvement. It is composed of maximum true tooth-marked regions and 

minimum non-tooth-marked regions. Under the application of Tongue Images (TI), new technology has been 

developed in [4] for the purpose of identifying a constitution. The tongue coating prediction, calibration, and 

constitution analysis can be processed using deep CNN (DCNN). Therefore, multi-label learning is considered to 

be infeasible with noisy results. A Conceptual Alignment Deep Autoencoder (CADAE) was deployed in [5] to 

predict the TIs which points the varied Body Constitution (BC) types with TCM models. 

Also, non-invasive framework was introduced in [6] for evaluating DM and Non-Proliferative Diabetic 

Retinopathy (NPDR) reliant on features gathered TIs. But non-invasive application has exhibited low accuracy in 

anatomical resolution. In order to perform diagnostic feature extraction, in-depth analysis has been deployed in 

[7]. The utilization of tongue color space is not applicable in systematic TI examination. CIELAB-reliant K-means 

clustering model was employed in [8] for investigating the color variations in 3D space. TI is attained from DS01- 

B tongue color data acquisition mechanism. Thus, the scalability of tongue estimation method still remains ideal 

with no advancements. It is also unable to measure the K-value. A non-invasive application is deployed in [9] to 

implement the auxiliary prediction in order to retain global constraints in medical sector. Therefore, the inclusion 

of optical units makes the process more costly. 

This paper designs a novel Deep Learning (DL) with Depthwise Separable Convolution (Xception) Model 

called DLXM for tongue color image analysis. The presented model involves data augmentation and bilateral 

filtering (BF) based noise removal at the preprocessing stage. Moreover, the DLXM is applied for feature 

extraction process. Finally, the bagging classifier (BC) and multilayer perceptron classifier (MLPC) models are 

employed to categorize the feature vectors into distinct types of diseases. The classification results of the presented 

model are evaluated against benchmark tongue image dataset and the results depicted the effectual classification 

performance on the applied images. 

2. The Proposed Model 
The working process involved in the presented model is depicted in Fig. 1. The figure portrays that the input 

tongue image is primarily preprocessed to augment the data and remove noise. Followed by, the DLXM based 

feature extraction model is employed for extracting a useful set of feature vectors. Eventually, the BC and MLPC 

models are utilized to recognize the respective class labels of the input image. 

2.1. Image Preprocessing 

At this point, the input images undergo data augmentation process to enlarge the size of the training dataset. 

Followed by, BF technique is applied as a tool to remove the noise exist in it. Assume F implies a multichannel 

image and suppose 𝑊 is a sliding window of definite size 𝑛× 𝑛. Let a pixel in 𝑊 implied in Cartesian Coordinates 

and implied u = (𝑢1, 𝑢2) ∈ 𝑌2 the location of the pixel Fu in 𝑊 where 𝑌 = {0, 1,..., 𝑛 — 1} is endowed in conjunction 
with normal order. Based on [10], BF substitutes the middle pixel of a filtering window by weighted average of 

corresponding neighbor color pixels. A weighting function is developed for smoothing of same colors where the 
edges are maintained by heavy weight of pixels which are spatially identical and photometrically same as the 

middle pixel.
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Fig. 1. Overall working process of proposed method. 

With the application of || ⋅ ||2, Euclidean term and Fu is a middle pixel. Followed by, weight (Fu, Fv) 
corresponds the pixel Fv by means of Fu is a product of 2 units, a spatial and photometrical objective, 

(Fu, Fv) = 𝒲s(Fu , Fv)𝒲p(Fu, Fv) (1)

In spatial component 𝒲s 
(Fu , Fv) is depicted by 
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and photometrical component 𝒲p(Fu, Fv) is 

depicted using, 
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where 𝛥𝐸Lab = [(𝛥𝐿 ) + (𝛥𝑎 )  + (𝛥𝑏 ) ]2  indicates the perceptual color error in 𝐿 𝑎 𝑏  color space as well 
as 𝜎s, 𝜎p > 0. A color vector result 𝐹˜𝑢 of a filter is processed under the application of normalized weights and it 

is demonstrated by

F  = ∑F7∈w 𝒲 (Fu, Fv)Fv 
∑F7∈w 𝒲 (Fu, Fv) (4)

In 𝒲s weighting function reduces the spatial distance from u and v, and 𝒲p weighting function limits the 

perceptual color variations among color vectors enhances. In spatial unit mitigates the control of future pixels 

limiting the blurring whereas photometric component decreases influence of pixels that are perceptually 

applicable. Followed by, the perceptual areas of pixels are collected and sharpness of edges are conserved. The 

attributes 𝜎s and 𝜎p are applied for adjusting influence of spatial as well as photometric units, correspondingly. It 

is assumed as a rough threshold to find pixels which are identical to middle one. It is pointed as 𝜎p → ∞ the BF 

models Gaussian filter and if 𝜎s → ∞ the filter frameworks a range filter without spatial function. For the 

expressions 𝜎p → ∞ and 𝜎s → ∞ a BF acts as an AMF.
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2.2. DLXM based Feature Extraction 

Once the input tongue image is preprocessed, the DLXM model is applied as a feature vector to derive the 

actual set of feature vectors. The frequent deployment of DL of CNN has enhanced the structure for accomplishing 

précised image classification models. Likewise, Xception structure is introduced under various concepts such as 

convolutional, depth-wise separable convolution layer, inception method, and residual connections. 

Xception [11] is meant to be a hypothesis reliant Inception module used in developing correlations of cross- 

channel as well as spatial relations inside feature maps of CNN that is capable of isolating the model. The typical 

Inception module from Inception v3, a module which has employed cross-channel relations by isolating the input 

data in 4 phases for convolution size of 1 x 1, average pooling, maps correlations of convolution size 3 x 3 and 

send them for combination. Based on the Inception module, the principle is to convert Xception technology. Once 

the input is attained, data by applying 1 x 1 convolution develops unique convolution layer with no average pooling 

and computed in non-overlapping of output channels to induce the combination. Hence, Xception method is 

effective when compared with the Inception module and computed correlations of cross-channel as well as spatial 

correlations using fully decoupled. Once the module is attained, existing principle of depth-wise separable 

convolution has been employed to develop the Neural Network (NN) and the composition within Xception 

structure as described in the following. 

Convolutional Layer 

In using convolutional layers within the Xception structure, a layer placed next input layer which generates 
convolutional kernels for estimating diverse feature maps to exhibit the features of input data. A novel feature 

map is gathered by primary convolution task with prediction outcomes from convolutional kernels and feds the 
outcomes to estimation of an activation function. In order to generate the feature map, convolution kernels are 

classified as input details. The various convolution kernels develop the exact outcomes of feature maps, the 

position (𝑖, 𝑗) upon feature measures in a feature map as 𝑘th layer computes the 𝑙th, is estimated as, 
𝑆l = W𝑣l 𝐶l   + 𝐵𝑣l (5) 

i,j,k k   i,j k 

In which, weight vector is described as 𝑊𝑣l as well as 𝐵𝑣l , is set of bias value of 𝑘th filter of 𝑙th layer, for 
k k 

𝑐l   as middle of input patch on (𝑖, 𝑗) location of 𝑙th layer. In distributing a feature map of 𝑆l , it develops the 
i,j i,j,k 

estimation of 𝑊𝑣l kernel. The merits of weight sharing operation which limiting the complexities and enhance the 

network performance of the scheme. The convolutional layer of Xception is included with Batch Normalization 

(BN) and activation function, and actual activation function is ReLU in applied function: 

𝑅𝑒𝐿(𝑑) = max (𝑑, 𝑂) (6) 

Where 𝑑 indicates the input data. It is linear under positive and zero for negative measures. ReLU is not 

complicated math with nonlinearity of a system which is significant in CNN to find the nonlinear features which 

make robust convergences and optimal predictions with minimum less overfitting. 

Depth-Wise Separable Convolution Layer 

An important layer of Xception is depth-wise separable convolutions. It reduces the processing and process 

variables that are arranged in spatial dimensions as well as depth dimensions of colors. It can be processed by 

dividing from classical convolution procedure with depth-wise convolution connected to point-wise convolution 

by developing a convolution kernel size that is operated with depth-wise separable convolution. The feature map 

used for determining 𝐷F × 𝐷F × 𝑀 as well as depth-wise convolution under the application of filter of an input 

channel processed by subsequent expression: 

𝐺^  =  Σ 𝐾^
i,j,m  × 𝐹k+i–1,p+j–1,m (7) 

i,j,m 

where 𝐺^ replaces the resultant of feature maps produced by 𝐹 that is a feature map input 𝐾^ refers to the 
depth- wise convolution kernel. The mth filter in 𝐾^ is applied for channel of 𝑚𝑡ℎ in 𝐹 to evaluate the feature map 
result. The pixel location of convolution kernel induces into 𝑖, 𝑗, and pixel location of feature map describes 𝑘, 𝑝. 

Fig. 2 illustrates the 3 color channels of Red, Blue, and Green (RBG) have been gathered by isolation of depth- 
wise convolution filters [12]. Once the convolution is completed, image is displayed from various channels, and 

image is interpreted in all color channels. Next, point-wise convolution provides the result for upcoming layer 

process. For Xception, once the depth-wise separable convolution layer applies BN, next layers apply max - 
pooling layer for limiting the expense of processing and assist for interpreting invariance by allocating function 

as: 

𝐹m = 𝑀𝑎𝑥𝑃𝑜𝑜𝑙𝑖𝑛(𝐹i, 𝑣) (8) 

Where 𝑣 signifies a filter of max -pooling. The resultant feature map describe 𝐹m that is organized in shape 

size, in which 𝐹m records the maximum score of 𝐹i in input feature map.
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2.3. Image Classification 

Fig. 2. Structure of DLXM.

Finally, the extracted feature vectors are fed into the BC and MLPC models to determine the actual class labels of 

the applied test images. 

2.3.1. MLPC Model 

The function applied in this study presents a fully connected (FC) and feedforward MLP system with a single 

hidden layer as depicted in Fig. 3. The MLP is composed of input layer, resultant layer, and hidden layer. It 

undergoes training with the help of Backpropagation (BP) learning technology. Consider that 𝑛 is the count of 

input nodes, 𝑚 implies a count of hidden nodes, and 𝑙 refers the count of final nodes. Assume an input weights 

𝑤i,j links the 𝑖𝑡ℎ input to 𝑗𝑡ℎ hidden unit while resultant weights 𝑤out(j,k) connects the 𝑗𝑡ℎ hidden unit with 𝑘th 

output. Hence, weighted sums of inputs are measured by the given function: 
n 

𝑠j  = Σ(𝑤ij𝑥i) — 𝜃j, 𝑗 =  1, 2, ⋯  , 𝑚, (9) 

i=1 

Where 𝑛 implies the count of input nodes, 𝑤i denotes the connection weight from 𝑖𝑡ℎ node in input layer to 

𝑗𝑡ℎnode in a hidden layer, 𝑥j represents the ith input, and 𝜃j stands for threshold of 𝑗𝑡ℎ hidden node. The simulation 

of a hidden node is determined below [13]:
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Once the output of hidden nodes is measured, the consequent output is described in the following: 
m 

𝑜k = Σ 𝑊jk ⋅ (𝑗) — 𝜃' 𝑘 = 1, 2, ⋯ , 𝑙, (11) 

j=l 

Where 𝑊jk refers a connection weight from 𝑗𝑡ℎ hidden node to 𝑘th resultant node as well as 𝜃' indicates the 

bias of 𝑘th resultant node. A learning error 𝐸 (fitness function (FF)) is determined in the following: 

l

𝐸   = Σ(𝑜k — 𝑑k)2 (12)
k i i 

i=1 
q 

𝐸 = Σ 𝐸k, 

𝑞 
k=1 

where 𝑞 refers the count of training instances, 𝑙 implies the count of results, 𝑑k stands for required output of 𝑖𝑡ℎ 
input unit while 𝑘th training sample has been applied, and 𝑜k denotes the original result of 𝑖𝑡ℎ input unit while 

using 𝑘th training sample. From the given functions, it is observed that consequent value of output in MLPs is 

reliant on the variables of linking weights and biases. Therefore, training MLP is described as the task of 

identifying best measures of weights and biases of connections for accomplishing required outputs from specific 

inputs. 
 

 

2.3.2. BC Model 

Fig. 3. Structure of MLP.

Ensemble learning means the unification of various weak classification model for generating robust classifier, 

which makes sure the diversity of weak classifiers and enhances the generalization capability. Bagging is defined 

as a fundamental method of ensemble learning that examines the merits of ensemble approach. The classical 

bagging approach is comprised of 2 major modules like Bootstrap and Aggregation. Initially, the count of subsets 

is sampled in random fashion from actual training set with the help of bootstrap sampling principle [14] with 

substitution. Alternatively, bagging method is used in collecting the outputs of base methods with the help of 

voting principle for classification process. The algorithm for classical bagging is defined as Algorithm 1. Assume 

that a training set for C-class classification issues are applied as 𝐷 = {(𝑥j, 𝑦i) |𝑥j ∈ 𝑅d, 𝑦i ∈ {1, 2, , 𝐶}, 𝑖 = 

1, 2,, 𝑁}, where (𝑥i, 𝑦i) indicates a sample encoded by 𝑑-dimensional feature vector 𝑥i along with a class label 

𝑦i, and 𝑁 represents the count of samples from a training set. Moreover, 𝐸𝑆 is considered as actual ensemble size 

that makes identical sampled subsets and base classifiers, 𝐿 indicates the base classifier, 𝐵 means an ensemble 

approach developed with bagging scheme, and Bootstrap (D) provides a bootstrapped subset produced from actual 

training set 𝐷. Fig. 4 shows the process of bagging model.
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Fig 4. Bagging Model. 

3. Experimental Evaluation 

The proposed model is simulated on a PC i5-8600k processor, GeForce 1050Ti, 4GB RAM, 16GB OS Storage, 

and 250GB SSD File Storage. The simulation tool used is Python 3.6.5 tool along with some packages namely 

tensorflow, keras, numpy, pickle, matplotlib, sklearn, pillow, and opencv-python. The results generated during 

the simulation process are displayed in Appendix. The performance of the presented models is assessed against 

the benchmark tongue image dataset, which comprises a total of 78 images under 12 classes. The details relevant 

to the dataset are tabulated in Table 1 and few of the sample test images are displayed in Fig. 5.

 

Input: 𝐷-training set, ES- count of sampled subsets, L- base learner 

Output: M-a set of base models, B- bagging 

ensemble 1 Initialize 𝑀 = ∅. 

2 for 𝑖 ∈ {1, 2, … , 𝐸𝑆} do: 

3 Randomly produce a subset 𝐷j = 𝐵𝑜𝑜𝑡𝑠𝑡𝑟𝑎(𝐷) 

4 Base model 𝑚i = (𝐷i) is developed under the application of base classifier 𝐿 trained on subset 𝐷i 

5 𝑀 = 𝑀 ∪ {𝑚j} 

6 The result (𝑥) of a test sample, 𝑥 examined by ensemble method 𝐵 is provided in the following: 

(𝑥) = majority class in {𝑚j(𝑥)}i=1,2,…,ES 

Algorithm 1: Traditional bagging algorithm 



 

Dogo Rangsang Research Journal                                 UGC Care Journal 

ISSN : 2347-7180                                   Vol-10 Issue-03 No. 01 March 2020  

Page | 266                                                             Copyright @ 2020 Authors  

Table 1. Dataset Description. 
 

Diseases Name No. of Samples 

Chronic Kidney Disease (CKD) 78 

Nephritis (NH) 78 

Verrucous Gastritis (VG) 78 

Pneumonia (PN) 78 

Nephritis Syndrome (NSP 78 

Chronic Cerebral Circulation Insufficiency (CCCI) 78 

Upper Respiratory Tract Infection (URTI) 78 

Erosive Gastritis (EG) 78 

Coronary Heart Disease (CHD) 78 

Chronic Bronchitis (CB) 78 

Mixed Hemorrhoid (MH) 78 

Healthy 78 

Total Images 936 

 

Fig 5. Sample Tongue Images.
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Fig. 6. a) Original Image b) Preprocessed Image. 

Fig. 6 shows the qualitative analysis of the presented model on the applied test images. Fig. 6a demonstrates the 

actual input tongue color image and its preprocessed version is depicted in Fig. 6b. The confusion matrix generated 

by the DLXM-BC model at the time of simulation is depicted in Fig. 7. The outcome of the figure showcased that 

the DLXM-BC model has effectually classified a set of 78 images into CB class, 76 images into CCCI class, 77 

images into CKD class, 68 images into CHD, 75 images into EG class, 78 images into healthy class, 72 images 

into MH class, 75 images into NS class, 74 images into NH class, 75 images into PN class, 73 images into URTI 

class, and 75 images into VG class. 

Fig. 7. Confusion Matrix of DLXM-BC. 

The confusion matrix produced by the DLXM-MLPC method in simulation is demonstrated in Fig. 8. The result 

of the figure portrayed that the DLXM-MLPC scheme has efficiently categorized a set of 78 images into CB class, 

78 images as CCCI class, 78 images as CKD class, 78 images into CHD, 78 images into EG class, 78 images into 

healthy class, 78 images into MH class, 50 images into NS class, 78 images into NH class, 78 images into PN 

class, 78 images into URTI class, and 78 images into VG class.
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Fig. 8. Confusion Matrix of DLXM-MLPC. 

Fig. 9. ROC Analysis of DLXM-BC. 

Fig. 9 showcases the ROC analysis of the presented DLXM-BC model on the classification of distinct classes on 

the tongue image dataset. The resultant values demonstrated the effective performance by attaining a higher ROC 

value of 1.0 under CB class, 1.0 under CCCI class, 0.99 under CKD class, 0.99 under CHD, 0.99 images under 

EG class, 1.0 images under healthy class, 1.0 under MH class, 1.0 under NS class, 1.0 under NH class, 1.0 under 

PN class, 1.0 under URTI class, and 1.0 under VG class.
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Fig. 10. ROC Analysis of DLXM-MLPC. 

Fig. 10 exhibited the ROC examination of the proposed DLXM-MLPC scheme on the categorization of various 

classes on the tongue image dataset. The final values depicted the efficient function by gaining maximum ROC 

value of 1.0 under CB class, 1.0 under CCCI class, 1.0 under CKD class, 1.0 under CHD, 1.0 images under EG 

class, 1.0 images under healthy class, 1.0 under MH class, 1.0 under NS class, 1.0 under NH class, 1.0 under PN 

class, 1.0 under URTI class, and 1.0 under VG class. 

Table 2. Performance Analysis of Proposed Methods in terms of Different Measures. 
 

Methods Precision Recall Accuracy F1-Score 

DLXM-MLPC 97.35 97.01 97.01 96.77 

DLXM-BC 95.96 95.73 95.73 95.75 

 

Fig. 11. Precision and recall analysis of proposed method.
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Fig. 12. Accuracy and F1-score analysis of proposed method. 

Table 2 and Figs. 11-12 exhibited the results offered by the DLXM-MLPC and DLXM-BC models on the 

classification of tongue image dataset. The table values signified that the DLXM-MLPC model has reached a 

maximum precision of 97.35%, recall of 97.01%, accuracy of 97.01%, and F1-score of 96.77%. Concurrently, the 

DLXM-BC model has resulted in effective outcomes with a precision of 95.96%, recall of 95.73%, accuracy of 

95.73%, and F1-score of 95.75%. 

Table 3 and Fig. 13 provides an extensive comparative results analysis with the current state of art models [15- 

21] like Geometry Features+Sparse Representation Classifier (GF+SRC), Conceptual Alignment Deep 

Autoencoder (CADAE), KNN, GA-SVM, SVM, and VGG-SVM. The figure has implied that the VGG-SVM 

scheme has demonstrated inefficient classifier results with a minimum accuracy of 59.44%. Simultaneously, the 

KNN scheme has managed to gain moderate results over the VGG-SVM technology with an accuracy of 73.38%. 

Additionally, the Bayesian, Geometry features, SVM, and CADAE technologies have illustrated considerable and 

identical accuracy values of 75%, 76.24%, 76.46%, and 77%. In addition, GF+SRC framework has obtained 

acceptable accuracy measures of 79.23%. Moreover, the GA-SVM method has illustrated reasonable results with 

accuracy of 83.06%. However, the newly developed DLXM-MLPC and DLXM-BC approaches have achieved 

supreme results with accuracy of 93.7% and 92 .52%. 

Table 3. Performance Analysis of Proposed Methods with Existing Methods in terms of Different Measures. 
 

Methods Accuracy 

Proposed DLXM-MLPC 93.70 

Proposed DLXM-BC 92.52 

Geometry Features 76.24 

Bayesian 75.00 

K-NN 73.38 

SVM 76.46 

GA-SVM 83.06 

VGG-SVM 59.44 

GF+SRC 79.23 

CADAE 77.00 
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Fig. 13. Accuracy analysis of proposed method with existing methods. 

4. Conclusion 

This paper has designed a novel DLXM model for tongue color image analysis. Firstly, the input tongue image is 

preprocessed to augment the data and remove noise. Followed by, the DLXM based feature extraction technique 

is employed for extracting a useful set of feature vectors. Eventually, the BC and MLPC models are utilized to 

recognize the respective class labels of the input image. The classification results of the presented model are 

evaluated against benchmark tongue image dataset and the results depicted the effectual classification performance 

on the applied images. The experimental values notified that the DLXM-MLPC model has outperformed the 

compared methods by achieving a higher precision, recall, accuracy, and F1-Score of 97.35%, 97.01%, 97.01%, 

and 96.77% respectively. Therefore, the DLXM-MLPC model can be considered as a proper tool to examine the 

tongue image. 
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