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ABSTRACT: 

In this paper, The regulations for the data privacy-preserving create an appropriate scenario to focus on 

privacy from the perspective of the use or data exploration that takes place in an organization. IIoT is a 

major driving force for Industry 4.0, which heavily utilizes machine learning (ML) to capitalize on the 

massive interconnection and large volumes of IIoT data. However, ML models that are trained on sensitive 

data tend to leak privacy to adversarial attacks, limiting its full potential in Industry 4.0. This article 

introduces a framework named PriModChain that enforces privacy and trustworthiness on IIoT data by 

amalgamating differential privacy, federated ML, Ethereum blockchain, and smart contracts. The 

feasibility of PriModChain in terms of privacy, security, reliability, safety, and resilience is evaluated 

using simulations developed in Python with socket programming on a general-purpose computer. We used 

Ganache_v2.0.1 local test network for the local experiments and Kovan test network for the public 

blockchain testing.  
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INTRODUCTION 

However, collecting and analyzing data has incurred serious privacy issues since such data contain various 

sensitive information of users. Even worse is that, driven by advanced data fusion and analysis techniques, 

the private data of users are more vulnerable to attack and disclosure in the big data era. For example, 

the adversaries can infer the daily habits or behavior profiles of family members (e.g., the time of 

presence/absence in the home, certain activities such as watching TV, cooking) by analyzing the usage of 

https://ieeexplore.ieee.org/search/searchresult.jsp?matchBoolean=true&queryText=%22Index%20Terms%22:Industries&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?matchBoolean=true&queryText=%22Index%20Terms%22:Privacy&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?matchBoolean=true&queryText=%22Index%20Terms%22:Machine%20learning&newsearch=true
https://ieeexplore.ieee.org/search/searchresult.jsp?matchBoolean=true&queryText=%22Index%20Terms%22:Data%20models&newsearch=true
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appliances, and even obtain = identification information, social relationships, and attitudes towards 

religion  

From the perspective of privacy-preserving techniques, differential privacy (DP) [22] was proposed for 

more than ten years and recognized as a convincing framework for privacy protection, which also refers 

to global DP (or centralized DP). (Without loss of generality, DP appears in the rest of this article refers 

to global DP (i.e., centralized DP).) With strict mathematical proofs, DP is independent of the background 

knowledge of adversaries and capable of providing each user with strong privacy guarantees, which was 

widely adopted and used in many areas [23,24]. However, DP can be only used to the assumption of a 

trusted server. In many online services or crowdsourcing systems, the servers are untrustworthy and 

always interested in the statistics of users’ data. 

PROBLEM DEFINITION 

Collecting and analyzing massive data generated from smart devices have become increasingly pervasive 

in crowdsensing, which are the building blocks for data-driven decision-making. However, extensive 

statistics and analysis of such data will seriously threaten the privacy of participating users. Local 

differential privacy (LDP) was proposed as an excellent and prevalent privacy model with distributed 

architecture, which can provide strong privacy guarantees for each user while collecting and analyzing 

data. LDP ensures that each user’s data is locally perturbed first in the client-side and then sent to the 

server-side, thereby protecting data from privacy leaks on both the client-side and server-side. This survey 

presents a comprehensive and systematic overview of LDP with respect to privacy models, research tasks, 

enabling mechanisms, and various applications. Specifically, we first provide a theoretical summarization 

of LDP, including the LDP model, the variants of LDP, and the basic framework of LDP algorithms. Then, 

we investigate and compare the diverse LDP mechanisms for various data statistics and analysis tasks 

from the perspectives of frequency estimation, mean estimation, and machine learning. Furthermore, we 

also summarize practical LDP-based application scenarios. 

https://www.mdpi.com/1424-8220/20/24/7030/htm#B22-sensors-20-07030
https://www.mdpi.com/1424-8220/20/24/7030/htm#B23-sensors-20-07030
https://www.mdpi.com/1424-8220/20/24/7030/htm#B24-sensors-20-07030


Dogo Rangsang Research Journal                                                        UGC Care Group I Journal 

ISSN : 2347-7180                                                                                   Vol-08 Issue-14 No. 03: 2021 

Page | 20                        DOI : 10.36893.DRSR.2021.V08I14.18-22           Copyright @ 2021 Authors 

LITERATURE SURVEY 

● Bin Jiang,Jianqiang Li,Guanghui Yue, Houbing Song 

Development of Internet of Things (IoT) brings new changes to various fields. Particularly, industrial 

Internet of Things (IIoT) is promoting a new round of industrial revolution. With more applications of 

IIoT, privacy protection issues are emerging. Specially, some common algorithms in IIoT technology such 

as deep models strongly rely on data collection, which leads to the risk of privacy disclosure. Recently, 

differential privacy has been used to protect user-terminal privacy in IIoT, so it is necessary to make in-

depth research on this topic. In this paper, we conduct a comprehensive survey on the opportunities, 

applications and challenges of differential privacy in IIoT. We firstly review related papers on IIoT and 

privacy protection, respectively. Then we focus on the metrics of industrial data privacy, and analyze the 

contradiction between data utilization for deep models and individual privacy protection. Several valuable 

problems are summarized and new research ideas are put forward. In conclusion, this survey is dedicated 

to complete comprehensive summary and lay foundation for the follow-up researches on industrial 

differential privacy. 

● M. Parimala, Swarna Priya, Quoc-Viet Pham 

Industrial Internet of Things (IIoT) lays a new paradigm for the concept of Industry 4.0 and paves an 

insight for new industrial era. Nowadays smart machines and smart factories use machine learning/deep 

learning based models for incurring intelligence. However, storing and communicating the data to the 

cloud and end device leads to issues in preserving privacy. In order to address this issue, federated learning 

(FL) technology is implemented in IIoT by the researchers nowadays to provide safe, accurate, robust and 

unbiased models. Integrating FL in IIoT ensures that no local sensitive data is exchanged, as the 

distribution of learning models over the edge devices has become more common with FL. Therefore, only 

the encrypted notifications and parameters are communicated to the central server. In this paper, we 

provide a thorough overview on integrating FL with IIoT in terms of privacy, resource and data 

management. The survey starts by articulating IIoT characteristics and fundamentals of distributive and 

FL. The motivation behind integrating IIoT and FL for achieving data privacy preservation and on-device 

learning are summarized. Then we discuss the potential of using machine learning, deep learning and 

blockchain techniques for FL in secure IIoT. Further we analyze and summarize the ways to handle the 

heterogeneous and huge data. Comprehensive background on data and resource management are then 

https://www.researchgate.net/scientific-contributions/Bin-Jiang-2163424093
https://www.researchgate.net/profile/Jianqiang-Li-11
https://www.researchgate.net/scientific-contributions/Guanghui-Yue-2188862228
https://www.researchgate.net/scientific-contributions/Houbing-Song-2188890458
https://www.researchgate.net/scientific-contributions/M-Parimala-2173236253
https://www.researchgate.net/profile/Swarna-Priya
https://www.researchgate.net/profile/Quoc-Viet-Pham
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presented, followed by applications of IIoT with FL in healthcare and automobile industry. Finally, we 

shed light on challenges, some possible solutions and potential directions for future research. 

● Hugh Boyes,Bil Hallaq,Joe Cunningham 

● Historically, Industrial Automation and Control Systems (IACS) were largely isolated from conventional 

digital networks such as enterprise ICT environments. Where connectivity was required, a zoned 

architecture was adopted, with firewalls and/or demilitarized zones used to protect the core control system 

components. The adoption and deployment of ‘Internet of Things’ (IoT) technologies is leading to 

architectural changes to IACS, including greater connectivity to industrial systems. This paper reviews 

what is meant by Industrial IoT (IIoT) and relationships to concepts such as cyber-physical systems and 

Industry 4.0. The paper develops a definition of IIoT and analyses related partial IoT taxonomies. It 

develops an analysis framework for IIoT that can be used to enumerate and characterise IIoT devices when 

studying system architectures and analysing security threats and vulnerabilities. The paper concludes by 

identifying some gaps in the literature. 

 

PROPOSED APPROACH 

The increasing number of sanctions for privacy violations motivates the systematic comparison of three 

known machine learning algorithms in order to measure the usefulness of the data privacy preserving. The 

scope of the evaluation is extended by comparing them with a known privacy preservation metric. 

Different parameter scenarios and privacy levels are used. The use of publicly available implementations, 

the presentation of the methodology, explanation of the experiments and the analysis allow providing a 

framework of work on the problem of the preservation of privacy.  We verify the proposed security 

protocol using Scyther_v1.1.3 protocol verifier. 

CONCLUSION 

In this paper, proposed a unique s the concepts of smart contracts, blockchain, federated learning, 

differential privacy, and interplanetary file system (IPFS) to enforce privacy and trustworthiness on ML 

in IIoT. Federated learning is used as the global ML model federation and sharing approach, while 

differential privacy enforces privacy on the ML models. The integration of smart contracts and the 

Ethereum blockchain introduce traceability, transparency, and immutability to the framework. IPFS 

introduces immutability, low latency, and fast decentralized archiving with secure P2P content delivery. 

https://www.researchgate.net/profile/Hugh-Boyes
https://www.researchgate.net/scientific-contributions/Bil-Hallaq-2204511386
https://www.researchgate.net/scientific-contributions/Joe-Cunningham-2147838287
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The proposed framework was tested for its feasibility in terms of privacy, security, reliability, safety, and 

resilience. 
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